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Abstract

In the field of Music Information Retrieval (MIR), the decomposition of a music recording into its
constituent sound sources, referred to as source separation, is relevant to a broad spectrum of tasks and
applications, such as supporting music analysis, creating karaoke systems, aiding in music production, and
facilitating music transcription. In this thesis, we address the novel and previously unexplored source
separation task of decomposing piano concerto recordings into individual piano and orchestral tracks. As
a genre of central importance in Western classical music, practicing and performing piano concertos is an
essential aspect of a pianist’s education and professional journey. However, only first-class pianists have
the opportunity to actually perform with an orchestra. Addressing the lack of orchestral accompaniments
for pianists of any level, we aim to extract orchestral tracks from piano concerto recordings. As one main
contribution of this thesis, we adapt deep-learning-based source separation techniques, initially designed
for the separation of popular music recordings or speech signals. In particular, we address the challenge
of higher spectro–temporal correlations between piano and orchestra compared to popular music tracks,
and the lack of multitrack datasets for training, by introducing musically motivated data augmentation
approaches. Another main contribution of this thesis is the creation of a multitrack dataset of piano
concertos. This dataset encompasses a collection of excerpts with separate orchestral and piano tracks,
performed by both professional and amateur pianists. To create these temporally synchronized multitrack
recordings, we used pre-existing orchestral accompaniments provided by Music Minus One (MMO) and
applied semi-automatic techniques, such as beat tracking and music synchronization. The broad scope of
our dataset not only serves as a valuable resource for both quantitative and subjective evaluation of source
separation models but also opens up various possibilities for other MIR applications, including score
following, downbeat estimation, and music synchronization. As a third main contribution, we split the
separated piano tracks into notewise events using score-informed nonnegative matrix factorization (NMF).
In particular, we apply this audio decomposition technique for evaluating source separation results of
piano tracks introducing a notewise signal-to-distortion ratio (SDR) measure to gain deeper insights into
various source separation artifacts. Overall, this thesis not only addresses a novel challenge in MIR but
also enhances the way pianists can interact with classical music performances.

iii



iv



Zusammenfassung

Im ForschungsgebietMusic Information Retrieval (MIR) ist die Zerlegung einer Musikaufnahme in ihre
einzelnen Klangquellen, die so genannte Quellentrennung, für eine Vielzahl von Anwendungen relevant,
beispielsweise zur Unterstützung der Musikanalyse oder bei der Musikproduktion, zur Erleichterung von
Musiktranskriptionen oder für die Entwicklung von Karaoke-Systemen. Diese Dissertation befasst sich mit
der neuartigen und bislang unerforschten Aufgabenstellung der Zerlegung von Klavierkonzertaufnahmen
in einzelne Klavier- und Orchesterspuren. Als eine Gattung von zentraler Bedeutung in der westlichen
klassischen Musik ist das Einstudieren und Aufführen von Klavierkonzerten ein wesentlicher Aspekt
der Ausbildung und des beruflichen Werdegangs eines Pianisten. Allerdings verfügen nur erstklassige
Pianisten über die Möglichkeit, gemeinsam mit einem Orchester aufzutreten. Um für Pianisten aller
Niveaus die Möglichkeit einer Orchesterbegleitung zu schaffen, ist unser Ziel, Orchesterspuren aus
Klavierkonzertaufnahmen zu extrahieren. Ein Hauptbeitrag dieser Arbeit ist die Anpassung der Techniken
des maschinellen Lernens zur Quellentrennung, die ursprünglich für die Trennung von Aufnahmen
populärer Musik oder Sprachsignale konzipiert wurden. Wir gehen die Herausforderungen von im
Vergleich zu Popularmusik oft höherer spektro-temporaler Korrelationen zwischen dem Klavier und
Orchester und dem Mangel an mehrspurigen Datensätzen für das Training an, indem wir musikalisch
motivierte Ansätze zur Datenaugmentierung einführen. Ein weiterer Hauptbeitrag dieser Arbeit ist die
Erstellung eines Mehrspur-Datensatzes von Klavierkonzerten. Der Datensatz umfasst eine Sammlung von
Ausschnitten mit separaten Orchester- und Klavierspuren, gespielt von sowohl professionellen als auch
Amateurpianisten. Um diese zeitlich synchronisierten Mehrspuraufnahmen zu erstellen, verwendeten wir
vorhandene Orchesterbegleitungen, die von Music Minus One (MMO) bereitgestellt wurden, und wandten
halbautomatische Techniken, wie Beat-Tracking und Musiksynchonisierung, an. Der breite Umfang dieses
Datensatzes dient nicht nur als wertvolle Grundlage für die quantitative und subjektive Evaluierung
von Verfahren zur Quellentrennung, sondern eröffnet auch verschiedene Möglichkeiten für andere MIR-
Anwendungen, einschließlich Partiturverfolgung, Downbeat-Schätzung und Musiksynchronisation. Als
dritten Hauptbeitrag zerlegen wir die getrennten Klavierspuren in notenweise Events unter Verwendung von
partiturinformierter nichtnegativer Matrix Faktorisierung (NMF). Insbesondere wenden wir diese Technik
der Audiozerlegung zur Bewertung von Quellentrennungsergebnissen von Klavierspuren an, indem wir
ein notenweises Signal-to-Distortion-Ratio (SDR) einführen, um tiefere Einblicke in die verschiedenen
Quellentrennungsartefakte zu gewinnen. Zusammenfassend präsentiert diese Arbeit nicht nur eine neue
Fragestellung auf dem Gebiet des MIRs, sondern verbessert auch die Art und Weise, wie Pianisten mit
Aufnahmen im Bereich der klassischen Musikaufführung interagieren können.
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1 Introduction

Music is a language of artistic expression, creating beauty and resonating with human emotions while
transcending cultural and linguistic boundaries to unite listeners in a shared experience of sound. The
digital revolution in musical distribution and storage, for instance through mobile devices and the internet,
has made music a ubiquitous part of daily life for billions of people worldwide. However, there still
remains a considerable potential to enhance human interaction with musical content. For example, humans
possess the innate ability to focus on specific instruments or voices, despite the complex overlay of acoustic
source signals from various instruments. The development of techniques enabling the interaction with
constituting audio components within a music recording, such as isolating the vocals, instruments, or
instrument groups, opens up numerous possibilities for a variety of applications.

In the field of Music Information Retrieval (MIR), the decomposition of a music recording into its
constituent sound sources is commonly referred to as source separation. Within the context of music,
a source might refer to a melody, a bass line, a drum track, a general instrumental voice, a group of
instruments, or even single note events played on these instruments. Music source separation (MSS) aims
at decomposing a musical mixture into its constituent sources, ideally, as if they were played in an isolated
fashion.

Whereas research on MSS is mostly limited to separating popular music recordings into vocals, drums,
bass, and other sources, we address in this thesis the novel and rarely considered source separation task of
decomposing piano concerto recordings into separate piano and orchestral tracks. These compositions
constitute a genre of great importance in Western classical music, renowned for their rich, dynamic sound
and distinctive, contrasting musical elements. With a substantial repertoire throughout music history,
classical music archives are rich in historical, public-domain recordings of piano concertos, which can be
useful for numerous applications in MIR, including source separation [42, 83, 185], audio editing [48, 86],
upmixing [117, 180], music alignment [57, 146], automatic accompaniment [28, 37, 39, 203], audio
decomposition [47, 58], and automatic transcription [7, 55, 100, 127].

Even though practicing piano concertos is a fundamental aspect of a pianist’s education and career, only
first-class pianists have the opportunity to actually perform with an orchestra. To address the lack of
orchestral accompaniments for pianists of any level, we aim to extract orchestral tracks from public-domain
recordings of piano concertos, as visualized in Figure 1.1. From a technical perspective, our goal is related
to MSS, which is the task of recovering individual musical sources in audio recordings.

1



Chapter 1. Introduction

Figure 1.1: In this thesis, the focus is the separation of piano music recordings, particularly piano concertos. Our primary goal is
to decompose public-domain recordings of piano concertos into separate piano and orchestral tracks. These separated orchestral
accompaniments can then be synchronized with piano solo recordings by any performer, allowing them to create their own unique
mixes (the images involved are partly created with the assistance of DALL-E 3).

As our main technical tool for source separation, we employ data-driven methods, particularly deep
learning (DL) techniques. DL-based approaches have emerged as the preeminent paradigm in audio
processing and have led to a breakthrough in MSS [42, 83, 114, 122, 185]. In this thesis, we adapt
several existing DL techniques, mainly used for the separation of popular music recordings or speech
signals. A key challenge of data-driven deep models is their need for a large training dataset, which in
the case of MSS consists of multitrack recordings with (isolated) individual sources or stems. Most of
the open-source datasets containing isolated stems are limited to popular music. However, professionally
produced multitrack recordings are rare for Western classical music. To circumvent the problem of missing
multitrack training samples, we consider the generation of artificial training examples by random mixing
and introduce musically motivated data augmentation approaches to enhance the separation performance.

Furthermore, for a fair quantitative and subjective evaluation of the MSS models, the use of a multitrack
dataset of real recordings is essential. Recognizing this issue, we generated the Piano Concerto
Dataset (PCD), which involves a collection of excerpts with separate piano and orchestral tracks from
piano concertos ranging from the Baroque to Post-Romantic era. In particular, using existing backing
tracks by the music publisher Music Minus One (MMO), we recorded excerpts from different piano
concertos played by five interpreters on various pianos under different acoustic conditions.

Our MSS approaches allow pianists to select a piano concerto recording and extract the orchestra track to
play along with. This allows pianists to play and record the piano part of their desired piano concerto
freely and then add the separated orchestra track in a post-processing step using alignment techniques in

2



1.1. Structure and Main Contributions of this Thesis

combination with time-scale modification (TSM) [49]. While introducing a novel dataset used for training
and testing our overall approach, we discuss the various MIR techniques involved in this pipeline.

1.1 Structure and Main Contributions of this Thesis

The thesis is structured as follows. We begin with foundational concepts of music audio signal processing
that are used throughout this thesis in Chapter 2. In particular, we elaborate on audio signals, time–
frequency representations, and chroma-based audio features.

Then, we focus on high-resolution music synchronization in Chapter 3, which plays a crucial role for
dataset curation, audio pre- and post-processing in the subsequent chapters. Our approach employs an
efficient implementation of dynamic time warping (DTW) [146] to align different versions of the same
musical piece. Furthermore, we incorporate additional information to the synchronization pipeline to
increase the temporal accuracy, including onset cues, beat, and downbeat activation functions, in addition
to chroma features [57, 135]. Our findings indicate that the integration of a combined version of all three
activation functions significantly improves the synchronization accuracy while maintaining the robustness
of the chroma-based synchronization approach.

In Chapter 4, we address the separation of piano concertos as one main contribution of this thesis,
introducing our separation approach. Our initial experiments involve training with artificial mixes
which are randomly generated by sections from solo piano pieces (e.g., piano sonatas, mazurkas, etc.)
and orchestral works without piano (e.g., symphonies) [131]. For model finetuning, we propose a
test-time adaptation (TTA) procedure [107, 188], which exploits random mixtures of the piano-only and
orchestra-only parts in the test data to further improve the separation quality. Our experiments demonstrate
that exploiting the compositional structures of piano concertos through TTA substantially improves the
quantitative and subjective evaluation results, both for the piano and orchestra. Note that these first
experiments use a synthetically created test dataset for quantitative and subjective evaluation due to the
lack of multitrack piano concerto recordings at the time of research.

To address the lack of a realistic multitrack dataset of piano concertos, we introduce the Piano Concerto
Dataset (PCD) [136] in Chapter 5, which comprises a collection of excerpts with separate piano and
orchestral tracks from piano concertos ranging from the Baroque to Post-Romantic era. This dataset,
curated using backing tracks fromMMO, involves excerpts from 15 concertos performed by five interpreters
on various instruments under different acoustic conditions. The broad musical scope of PCD enables
various applications for MIR research, particularly for quantitative and subjective evaluation of source
separation models.

In Chapter 6, we build on the separation approach discussed in Chapter 4, investigating spectrogram- and
waveform-based MSS approaches, as well as hybrid models operating in both spectrogram and waveform
domains. Furthermore, we introduce a novel, musically motivated data augmentation strategy for training

3



Chapter 1. Introduction

based on artificially generated samples and conduct a thorough analysis of different augmentation methods
on DL models using the PCD (Chapter 5) for our quantitative and subjective evaluations. In particular,
we generate a dataset to simulate unison passages utilizing the synchronization approach from Chapter 3.
To this end, we use recordings of Beethoven symphonies and their renowned piano transcriptions by Franz
Liszt. A key finding from these experiments is that the hybrid model, when trained with a full suite of
augmentation techniques, achieves the best source separation performance [132] in view of the quantitative
and subjective evaluations.

When evaluating the separation results, commonly used metrics include the signal-to-distortion ratio (SDR),
computed over entire excerpts or songs. Departing from this conventional approach, in Chapter 7, we
introduce a novel evaluation method that decomposes an audio track into musically meaningful sound
events and applies the evaluation metric based on these units. To assess piano separation quality, we
use a score-informed nonnegative matrix factorization (NMF) approach to decompose the reference and
separated piano tracks into notewise sound events. In our experiments assessing various MSS systems, we
demonstrate that our notewise evaluation, which takes into account factors such as pitch range and musical
complexity, enhances the comprehension of both the results of source separation and the intricacies within
the underlying music.

In Chapter 8, we use score-informed NMF as a baseline for efficient audio decomposition and extend this
strand of research to include nonnegative autoencoders (NAEs) in combination with gradient projection
and structured dropout techniques. Conducting experiments based on piano recordings, we compare the
decomposition results of NAE-based approaches with those obtained using a variant of score-informed
NMF. In this context, we explore various gradient descent methods, employing both fixed and adaptive
learning rates, to optimize the encoder and decoder parameters of NAEs.

Finally, we conclude this thesis in Chapter 9 with a summary and detailed discussion of prospects for
future work.

1.2 Publications Related to Ph.D. Thesis

The main chapters of this thesis are based on articles that have previously been published or accepted to
appear in peer-reviewed journals and conference proceedings within the fields of audio signal processing
and MIR. I am the first author and main contributor to all these publications.

[132] Yigitcan Özer and Meinard Müller. Source separation of piano concertos using musically-motivated augmentation
techniques. IEEE/ACM Transactions on Audio, Speech, and Language Processing (TASLP), 32:1214–1225, 2024. doi:
10.1109/TASLP.2024.3356980

[137] Yigitcan Özer, Hans-Ulrich Berendes, Vlora Arifi-Müller, Fabian-Robert Stöter, and Meinard Müller. Notewise evaluation
for music source separation: A case study for separated piano tracks. Submitted for publication, 2024
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1.3. Additional Publications

[136] Yigitcan Özer, Simon Schwär, Vlora Arifi-Müller, Jeremy Lawrence, Emre Sen, and Meinard Müller. Piano Concerto
Dataset (PCD): A multitrack dataset of piano concertos. Transactions of the International Society for Music Information
Retrieval (TISMIR), 6(1):75–88, 2023. doi: 10.5334/tismir.160

[130] Yigitcan Özer and Müller. A computational approach for creating orchestral accompaniments from piano concerto
recordings. In Proceedings of the Deutsche Jahrestagung für Akustik (DAGA), pages 1370–1373, Hamburg, Germany,
2023

[131] Yigitcan Özer and Meinard Müller. Source separation of piano concertos with test-time adaptation. In Proceedings of the
International Society for Music Information Retrieval Conference (ISMIR), pages 493–500, Bengaluru, India, 2022

[135] Yigitcan Özer, Matěj Ištvánek, Vlora Arifi-Müller, and Meinard Müller. Using activation functions for improving
measure-level audio synchronization. In Proceedings of the International Society for Music Information Retrieval
Conference (ISMIR), pages 749–756, Bengaluru, India, 2022

[134] Yigitcan Özer, Jonathan Hansen, Tim Zunner, and Meinard Müller. Investigating nonnegative autoencoders for efficient
audio decomposition. In Proceedings of the European Signal Processing Conference (EUSIPCO), pages 254–258,
Belgrade, Serbia, 2022. doi: 10.23919/EUSIPCO55093.2022.9909787

1.3 Additional Publications

Aside from the main articles that make up this thesis, I contributed to the following additional publications
in the field of audio and music processing.

[138] YigitcanÖzer, LeoBrütting, Simon Schwär, andMeinardMüller. libsoni: A Python toolbox for sonifyingmusic annotations
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2 Audio Signal Processing

In this chapter, we introduce key concepts that will be used in all the subsequent sections of the thesis. In
particular, we present audio signals in Section 2.1 and cover time–frequency representations, including the
discrete Fourier transform (DFT), short-time Fourier transform (STFT), and spectrograms in Section 2.2.
We then explore chroma-based audio representations in Section 2.3, which are widely used to tackle
several MIR tasks. For a detailed overview, we refer to the textbook by Müller [123], the notation of which
is consistently employed throughout this thesis.

2.1 Audio Signals

Sound signals are detected by humans as oscillations in air pressure, which originate from vibrating
objects. For example, upon pressing a key on a piano, a hammer strikes one or more strings, which induces
vibrations. The resulting change in air pressure at a certain location can be graphically represented through
a plot of pressure over time, commonly referred to as the waveform of the produced sound. One can
mathematically describe a continuous-time, or analog audio waveform as a function 5 : R→ R, mapping
a time point C ∈ R measured in physical units (e. g., seconds) to an amplitude 5 (C) ∈ R, serving as an
indicator for the relative strength of sound waves. As an example, Figure 2.1 shows the waveform of an
excerpt from Mozart’s Piano Concerto No. 21 in C Major, KV. 467, 2nd movement, which serves as our
running example throughout this chapter.

When using digital technology, only a discrete number of parameters can be stored and processed.
Therefore, analog audio signals need to be converted into discrete representations. In the process of
analog-to-digital conversion, two main steps are involved: sampling and quantization. Sampling defines
the process of exclusively storing a finite set of amplitudes at discrete time positions, whereas quantization
refers to the process of mapping these real-valued amplitudes to a finite set of possible amplitudes Γ ⊂ R,
such that these values may be represented on digital devices.

In particular, equidistant sampling only retains values of an analog signal at time positions, which are
integer multiples of a sampling period ) ∈ R>0. Given the analog signal 5 ∈ R→ R, we define a function
G : Z→ R by setting

G(=) = 5 (= · )), (2.1)
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Figure 2.1: Waveform of an excerpt from
Mozart’s Piano Concerto No. 21 in C Major,
KV. 467, 2nd movement, which serves as a
running example in this chapter.

where = ∈ Z is the time index. Since G is defined at discrete time points, it is termed a discrete-time
signal. G(=) denotes the sample taken at time C = = · ) . This procedure is also known as )-sampling. Its
reciprocal yields the sampling rate �s of this process. The sampling rate indicates the number of samples
per second and is measured in Hertz (Hz):

�s = 1/). (2.2)

Sampling is a lossy operation, implying that the original analog signal cannot be perfectly recovered from
its sampled version. For example, the industry standard for CD recordings employs a sampling rate of
�s = 44.1 kHz, capturing frequencies up to 22.05 kHz according to the Nyquist Theorem. For further
details about sampling and quantization, please refer to [123].

2.2 Fourier Transform and Spectrograms

The Fourier transform is a fundamental tool in audio signal processing, which converts a time-domain
signal into a function of frequency. Following [123], we define the discrete Fourier transform (DFT) of
length # ∈ N for a discrete-time signal G = (G(0), ..., G(# − 1))T as

X(:) =
#−1∑
==0

G(=)exp(−2c8:=/#) (2.3)

for the frequency index : ∈ [0 :  ]. Due to the real-valued nature of the signal G, the number of frequency
bins  corresponds to the frequency index at the Nyquist frequency  = b#/2c. Therefore, the frequency
bins beyond this upper half of the spectrum are eliminated, which represent the negative frequencies. The
complex value X(:) denotes the Fourier coefficient. Its magnitude |X(:) | intuitively reflects the degree
to which the signal contains a periodic oscillation of a particular frequency

�coef (:) =
: · �s
#

. (2.4)
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Figure 2.2: The magnitude spectro-
gram of our running example. This
spectrogram exhibits magnitudes on
a logarithmic decibel scale, where
+0 dB represents the peakmagnitude
within the selected excerpt.

Given that the DFT averages the frequency information over the entire signal length # , the details regarding
the temporal occurrence of the constituent frequencies remain hidden in the transformed representation.
To recover the time information, the short-time Fourier transform (STFT) [66] is used, which basically
applies the Fourier transform on small sections extracted from the original signal.

To compute the discrete STFT, the original discrete-time signal G is divided into overlapping analysis
frames of length # ∈ N using a hop size of � ∈ [1 : # − 1]. In each of these frames, the waveform is
multiplied with a window function F : [0 : # − 1] → R and correlated with complex exponentials at
different frequency indices : . Formally, we define the discrete STFT X ∈ C"× of the discrete-time
signal G by

X(<, :) =
#−1∑
==0

G(= + <�)F(=) exp(−2c8:=/#), (2.5)

with the spectral frame index < ∈ Z. The number of spectral frames " ∈ N is determined by the number
of discrete signal samples.

From the complex-valued spectrogram X, the magnitude spectrogram Y ∈ R"× ≥0 is derived by

Y(<, :) = |X(<, :) | . (2.6)

Figure 2.2 depicts the magnitude spectrogram of our running example. The vertical axis represents the
frequency axis, whereas the horizontal axis corresponds to the temporal axis of the recording. To compute
the spectrogram, we employ a sampling rate of �s = 44.1 kHz, a window size of # = 4096, a hop size of
� = 1024, and a standard Hann window. Variations in magnitude levels are reflected by the grayscale
intensity in the spectrogram.

For a more in-depth exploration of the Fourier transform and discrete-time signal processing, please refer
to [123, 129, 147].
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2.3 Chroma-Based Audio Features

In most MIR tasks, the crucial information about the musical context is often encoded implicitly within
the audio signal. For processing and analyzing music signals, an important step is thus to extract features
which capture aspects of music signals that are relevant for a given task. For example, focusing on the
harmonic content of a music signal is essential for tasks such as structure analysis [140, 141], music
segmentation [174, 201], chord recognition [5, 99], or music synchronization [46, 57, 64].

Chroma features, also known as pitch class profiles [65, 71], are frequently used due to their effectiveness
and robustness in capturing the harmonic content of music signals [123]. These features transform a
signal into a time–chroma representation, which reduces all occuring pitches into the twelve pitch classes
C,C#,D,D#,E, F, F#,G,G#,A,A#,B by disregarding the octave information (and assuming enharmonic
equivalence).

In the following, we first introduce a pitch-based log frequency spectrogramwhich serves as an intermediate
step for the chroma computation in Section 2.3.1. Then, we elaborate on chroma features in Section 2.3.2.

2.3.1 Log-Frequency Spectrogram and Pitch Features

The relationship between frequency and perceived musical pitch is inherently logarithmic. However, the
frequency axis of the spectrogram introduced in Equation (2.6) is linearly spaced. In this section, we
explain how a magnitude spectrogram can be transformed into a time–pitch representation through a
log-frequency spectrogram.

The core idea of the log-frequency spectrogram lies in redefining the frequency axis to correspond to the
logarithmically-spaced frequency bands of the equal-tempered scale. Identifying pitches with musical
instrument digital interface (MIDI) note numbers (with the pitch A4 corresponding to MIDI note number
? = 69), the center frequency of a pitch ? ∈ [0 : 127] is given by:

�pitch(?) = 2(?−69)/12 · 440. (2.7)

Now, we define a set of associated frequency bins for each pitch ?:

%(?) = {: : �pitch(? − 0.5) ≤ �coef (:) ≤ �pitch(? + 0.5)}. (2.8)

Using this, we obtain a log-frequency spectrogram YLF : Z×[0 : 127] → R≥0, defined as:

YLF(<, ?) =
∑

:∈% (?)
|X(<, :) |2. (2.9)
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Figure 2.3: Feature representations of our
running example, Mozart’s Piano Concerto
No. 21 in C Major, KV. 467, 2nd movement.
(a) Pitch-based log-frequency spectrogram
YLF, (b) Chromagram C.

(a) 

(b) 

Note that YLF now comprises a frequency bin for each MIDI pitch. See Figure 2.3a for an illustration of
the log-frequency spectrogram of our running example.

2.3.2 Chroma Features

Humans perceive pitch in a periodic manner; pitches separated by an octave – equivalent to 12 semitones
in the equal-tempered scale – are perceived as possessing a similar quality or “color.” This phenomenon is
also described as sharing the same chroma1 or pitch class. Chroma features exploit this observation, by
aggregating all energy from pitches that belong to the same pitch class.

Following [123], we can derive a chromagram C : Z×[0 : 11] → R from the pitch-based log-frequency
spectrogram by:

C(<, 2) =
∑

{?∈[0:127]:?mod12= 2 }
YLF(<, ?), (2.10)

for 2 ∈ [0 : 11].

Figure 2.3 visualizes the derivation of chroma features from a pitch-based log-spectrogram. In Figure 2.3a,
the F pitches are highlighted by red rectangles in the pitch-based log-frequency spectrogram. Note that
the pitches lower than C3 are not shown in this figure. Figure 2.3b shows the chromagram, where the F
chroma bin is also indicated by a red rectangle. Throughout this excerpt, it is observable that F, A, and C
chromas are dominant, as anticipated, given that the musical passage being analyzed is in F major.

1 From Ancient Greek jdl`U (khrôma, “color”)
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3 High-Resolution Music Synchronization

This chapter is based on [135]. The first author Yigitcan Özer is the main

contributor to this article. Yigitcan Özer and Matěj Ištvánek made equal

contributions to the implementation and design of experiments. Matěj Ištvánek

and Vlora Arifi-Müller curated the dataset. Meinard Müller closely supervised

this work and contributed with Matěj Ištvánek to the article’s writing.

Audio synchronization aims at aligning multiple recordings of the same piece of music. Traditional
synchronization approaches are often based on DTW using chroma features as an input representation.
Previous work has shown how one can integrate onset cues into this pipeline for improving the alignment’s
temporal accuracy [57, 77]. Furthermore, recent work based on deep neural networks has led to significant
improvements for learning onset, beat, and downbeat activation functions. However, for music with soft
onsets and abrupt tempo changes, these approaches may be unreliable, leading to unstable results. As the
main contribution of this chapter, we introduce a combined approach that integrates activation functions
into the synchronization pipeline. We show that this approach improves the temporal accuracy thanks to
the activation cues while inheriting the robustness of the traditional synchronization approach. Conducting
experiments based on string quartet recordings, we evaluate our combined approach where we transfer
measure annotations from a reference recording to a target recording.

The remainder of this chapter is organized as follows. Following the introduction in Section 3.1,
in Section 3.2, we introduce our combined synchronization approach, explore conventional and DL-
based activation cues, and show how to integrate activation functions into the synchronization pipeline.
In Section 3.3, we present our dataset, the measure transfer between string quartet recordings as our
application scenario, and report on our systematic experiments and empirical results. Finally, we conclude
in Section 3.4 with prospects on future work.
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3.1 Background

In MIR, synchronization techniques are essential for several applications including score following [172],
content-based retrieval [62], automatic accompaniment [37], or performance analysis [105, 162]. Beside
these applications, music synchronization has a great potential to simplify data augmentation, data
annotation, and model evaluation. For example, one can use music synchronization to obtain additional
training data for deep learningmethods semi-automatically by transferring annotations fromone recording to
another recording. Furthermore, using music synchronization, one can transfer measure positions between
audio recordings for navigation purposes, structural segmentation, and cross-version analysis [98, 209].

While traditional synchronization approaches typically rely on alignment algorithms such as DTW and
conventional chroma features used as the input representation [38, 124, 199], the integration of additional
onset-related information has proven to enhance the synchronization accuracy [3, 57, 128]. Inspired
by the combined approach from [57], where decaying locally adaptive chroma onset (DLNCO) features
are integrated into the synchronization pipeline, we incorporate in this work onset, beat, and downbeat
activation functions to obtain a better temporal accuracy while retaining the robustness of the original
chroma-based synchronization approach (see Figure 3.1 for an illustration of the overall approach). The
addition of activation functions results in a grid-like structure in the cost matrix, which guides the alignment
through activation cues that point to note onsets or other musical events.

While the integration of DLNCO and spectral flux (SF) have led to substantial improvement of synchroniza-
tion results [57, 77], the detection of soft onsets constitutes a challenging problem due to their long attack
phase with a slow rise in energy. To adapt the onset detection task to music recordings which comprise
soft onsets and temporal–spectral modulations such as vibrato (e. g., string music), Böck and Widmer [13]
introduced the superflux (SF★) feature. Furthermore, deep learning (DL) methods such as bidirectional
long short-term memory (BLSTM) networks [59] and convolutional neural networks (CNNs) [168] have
led to significant improvements compared to conventional onset detectors.

As the main contribution of this chapter, we show how one can integrate conventional and DL-based
activation functions into the synchronization pipeline. Different from the approach in [57], we do not
apply any hard peak picking but directly use onset-related activation cues. Furthermore, we go beyond
onsets by integrating activation functions that indicate onset, beat, and downbeat positions. In particular
for music with noisy and unreliable onset cues, we show that beat and downbeat cues are more reliable
and better suited for improving the synchronization accuracy. For extracting beat and downbeat activation
functions, we build on recent work by Böck et al. [12, 15], using recurrent neural network (RNN) models
for extracting beat and downbeat activation functions.

To better understand our improved synchronization pipeline, we compare several synchronization
approaches where we transfer measure annotations from a reference recording to a target recording, similar
to [208]. In particular, we conduct systematic experiments based on three versions of the String Quartet

16



3.2. Combined Synchronization Approach

Chroma

Activation

Joint cost matrix

Reference measures

T
ra

n
s
fe

rr
e

d
 m

e
a

s
u

re
s

Reference recording

T
a

rg
e

t 
re

c
o

rd
in

g

Figure 3.1:Overview of the combined approach integrating activation functions into a conventional chroma-based synchronization
pipeline. The cost matrix computed with activation cues (blue) yields a grid-like structure to guide the alignment of musical
events, whereas the chroma-based cost matrix (black) accounts for the robustness of the overall synchronization. The resulting
warping path (red) is used for transferring measure positions.

No. 12 in F major, Op. 96, composed by Antonín Dvořák. As string music generally comprises vibrato,
tremolo, rubato, and abrupt tempo changes, which increase the musical complexity, the synchronization
of string quartets is a challenging scenario. We show that integrating DL-based activation functions
significantly improves the temporal accuracy while retaining the robustness of chroma features.

3.2 Combined Synchronization Approach

In this section, we show how activation functions can be integrated into the synchronization pipeline
to enhance the temporal accuracy of traditional chroma-based synchronization approaches. Here, we
regard the activation function as a function that yields a value between 0 and 1. Each entry in the function
indicates the likelihood of a certain musical event, e. g., onsets, beats, or downbeats, for each frame (time
position). In the ideal case, the value of the activation function is one when an event occurs and zero
otherwise. Note that we do not apply any peak picking in our approach, but only use the activation
functions as temporal cues. This is opposed to onset detection or beat tracking where one needs to apply
a temporal decoding method to obtain an explicit representation of onset and beat positions from the
activation functions.

In the following, we first explore conventional onset-based activation functions in Section 3.2.1. Then,
in Section 3.2.2, we investigate DL-based onset, beat and downbeat detectors. Finally, in Section 3.2.3, we
explain how we integrate activation functions into the synchronization pipeline.
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3.2.1 Conventional Onset-Based Activation Functions

3.2.1.1 DLNCO

DLNCO features are 12-dimensional pitch-based onset features, which combine the robustness of the
chroma features with the accuracy of one-dimensional onset features. To compute DLNCO features, we
first apply a pitch-wise audio decomposition. Then, we derive pitch-wise onset cues by considering points
of energy increase (see Figure 3.2c for an illustration). DLNCO features are particularly suited for the
music with clear note attacks such as piano music. For further details about the computation of DLNCO
features, we refer to [57].

3.2.1.2 SF

SF captures the changes in the spectral content of an audio signal, and is widely used for onset
detection [6, 124]. For the computation of SF, we apply a first-order differentiator on the log-compressed
magnitude spectrogram of a music recording. Half-wave rectification follows the differentiation to keep
only the positive differences between subsequent frames. As a final step, we subtract a local average
function to enhance the peak structure (see Figure 3.2d).

3.2.1.3 SF★

Superflux (SF★) is a modified version of SF for detecting soft onsets [13]. These features are suitable for
music recordings with vibrato, such as strings quartets. Similar to the SF algorithm, SF★ also relies on the
detection of positive changes in the energy over time. However, it includes a trajectory-tracking stage
through maximum filtering, instead of simply calculating the difference between spectral bins over time.
Trajectory tracking helps to suppress spurious spectral peaks, especially arising from vibrato. For further
information, we refer to [13] (see also Figure 3.2e).

3.2.2 DL-Based Activation Functions

3.2.2.1 CNN Onset Detector

Schlüter and Böck [168] approach the onset detection task as a computer vision problem, where magnitude
spectrograms of the audio recordings are used as the input to a CNN. Onsets are often characterized by
rapid transient changes in the spectrum, resulting in sharp edges that are clearly visible in a spectrogram.
Using convolutional kernels, one can easily detect these sharp edges of onsets. Similar to SF-based
methods, the proposed CNN model computes spectro–temporal differences and captures percussive and
pitched onsets. The resulting activation function is referred to as DL-O (see Figure 3.2f for an example).
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Figure 3.2: Chroma features and activa-
tion functions computed for an excerpt
of the String Quartet No. 12 in F ma-
jor, Op. 96 (first movement) composed
by Antonín Dvořák, performed by the
Borromeo Ensemble. Activation func-
tions are shown in blue and ground-truth
measure positions in red. (a) Sheet mu-
sic representation of the measures 11–
13. (b) Chroma (c) DLNCO (d) SF
(e) SF★ (f)Onsets (DL-O) (g)Beats (DL-B)
(h) Downbeats (DL-D)
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Figure 3.3: Excerpts from cost matrices
and corresponding warping paths computed
with DTW (a) / (b):CCHROMA, (c) / (d):CACT,
(e) / (f):UCCHROMA + (1 − U) CACT, with U = 0.5. (a)

(c)

(e)

(b)

(d)

(f)

3.2.2.2 RNN Beat Detector

In the case of unreliable and noisy onset cues, using beat activation functions constitutes a more feasible
solution to improve the temporal alignment. To compute such activation functions, we use the BLSTM
model by Böck and Schedl [12] for framewise beat detection. BLSTMs can effectively model the temporal
context of the data and is therefore suitable for beat tracking. In the proposed approach, magnitude
spectrograms computed with three different window lengths, and their first order differences are used as
the input to the network. The network outputs encode the likelihoods of beat positions, as illustrated by
Figure 3.2g. In our experiments, the resulting beat activation functions are denoted as DL-B.

3.2.2.3 RNN Downbeat Detector

Böck et. al [15] present an RNNmodel to jointly detect beat and downbeats. Like the previously mentioned
onset and beat detectors, this model also operates on magnitude spectrograms. The downbeat detector
uses an RNN similar to the proposed network in [12] to model beats and downbeats. In our experiments,
we only use the probability of downbeats as the activation cues, which we denote as DL-D (see Figure 3.2h
for an illustration).
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3.2. Combined Synchronization Approach

3.2.3 Combined Synchronization with Activation Functions

To find the optimal alignment between two feature sequences - := (G1, . . . , G# ) and . := (H1, . . . , H" ),
where = ∈ {1, . . . , #} and < ∈ {1, . . . , "}, we rely on DTW. By comparing each pair of elements in
the feature sequences, we obtain a cost matrix C(=, <) := 2(G=, H<) of size # × ", where 2 defines a
local cost measure. Then, an optimal warping path is determined via dynamic programming. We refer
to [124] for a detailed account on DTW for music synchronization. For efficient implementations, we
refer to [126, 197].

We now adapt the combined synchronization idea by Ewert et al. [57], integrating conventional onset-based
and DL-based activation functions into the synchronization pipeline. Building upon this approach, we
introduce three cost matrices. The first one CCHROMA is a cost matrix based on the normalized chroma
features and the cosine distance, see Figure 3.3a for an example. The second cost matrix CACT is computed
using the Euclidean distance and conventional onset-based or DL-based activation functions as introduced
in Section 3.2.1 and Section 3.2.2, respectively. Note that CACT exhibits grid-like structures. The visible
horizontal and vertical grid lines of high cost (shown in black) correspond to high values in the first and
second function, respectively. Only when a horizontal grid line intersects with a vertical grid line, the cost
matrix has a small cost value at this intersection point (and also in a small neighborhood). This is where a
high activation value of the first sequence meets another high activation value of the second sequence. In
other words, these intersection cells encode a pair of time positions where two musical events (onsets,
beats, downbeats) meet (see Figure 3.3c). Furthermore, the sections in the activation functions which have
low values lead to homogeneous, zero-cost regions in the cost matrix CACT. The third matrix is the sum of
two cost matrices

C = UCCHROMA + (1 − U)CACT, (3.1)

where U ∈ [0, 1] is a weighting parameter. The sum C accounts for both harmonic or melodic information
of the representations via CCHROMA and additional activation cues via CACT. Figure 3.3e illustrates an
example using U = 0.5.

Comparing the resulting optimal warping paths using CCHROMA in Figure 3.3b, CACT in Figure 3.3d, and C
in Figure 3.3f, we can observe an enhancement of the temporal alignment. The inclusion of DL-based
onset, beat, and downbeat cues leads to an improvement of the warping path guided by grid structure’s
intersection points. Note that CACT remains zero in the regions without any novel events, and the overall
alignment of C is mainly guided by CCHROMA.
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Chapter 3. High-Resolution Music Synchronization

Table 3.1: Overview of four movements,
including number of measures, time sig-
nature, and global tempo in BPM for each
movement.

Movement #Measures Time signature Global Tempo

M1 239 4/4 100
M2 97 6/8 84
M3 244 3/4 185
M4 382 2/4 140

Table 3.2: Version, identifier, recording
year, and duration of each movement.

Duration (seconds)
Version ID Year M1 M2 M3 M4 Σ

Alban Berg A 1991 599 410 238 323 1570
Borromeo B 2012 540 465 228 338 1571
Prague P 1973 584 424 250 322 1580

Σ 1723 1299 716 983 4721

3.3 Experiments

3.3.1 Dataset

The genre of string quartet is composed for a small conductor-less ensemble, which consists of two violins,
a viola and a violoncello. In our experiments, we use three versions (performances) of the String Quartet
No. 12 in F major, Op. 96, by Antonín Dvořák, which comprises four movements. To give an insight of
the musical properties of the string quartet, Table 3.1 provides the number of measures, time signature,
and global tempo for each movement based on the recordings in our dataset. Note that the global tempo
does not reflect any local tempo deviations. Its purpose is to indicate at what pace (average of three
performances) a given movement is performed. In each recording, the repetitions are played as notated in
the sheet music, thus ensuring structural consistency.

For each recording (in the following referred to as version), we manually annotated the measure positions.
In Table 3.2, the name of the version, the identifier, the recording year for each version, and the duration
of each movement are listed. Note that each of the three performances last around 26 minutes in total,
whereas durations of the movements may vary across different versions.

3.3.2 Beat and Downbeat Tracking

As a baseline, we first introduce how DL-based beat [12] and downbeat trackers [15] perform in the
detection of measure positions, where a dynamic Bayesian network (DBN) was used for post-processing
(peak picking). Table 3.3 provides precision, recall, and F-measure values using a tolerance of g = 70 ms.
Here, each entry indicates the mean value over different performances. Due to the higher density of beats,
the beat tracker reveals a higher recall than the downbeat tracker for each movement, leading to a low
precision and F-measure. Furthermore, each movement has a different time signature, which results in a
different number of beats per measure and needs to be taken into consideration as prior information for the
DBN.
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3.3. Experiments

Table 3.3: Precision (P), Recall (R), and
F-measure (F) based on methods DL-B
for beat, and DL-D for downbeat tracking
with DBN post-processing, evaluated on
reference measure annotations and toler-
ance g = 70 ms. q denotes the average
accuracy over four movements M1, M2, M3,
and M4.

DL-B & DBN DL-D & DBN
P R F P R F

M1 0.194 0.806 0.312 0.648 0.586 0.612
M2 0.138 0.820 0.236 0.657 0.643 0.650
M3 0.327 0.539 0.407 0.524 0.224 0.314
M4 0.517 0.908 0.655 0.876 0.647 0.742
q 0.294 0.768 0.403 0.676 0.525 0.580

3.3.3 Synchronization Results

In this section, we describe our experimental setting and evaluate audio alignments obtained using chroma
features and different activation functions. In our experiments, we use the resulting warping path to transfer
the measure positions annotated for the reference recording to the target recording. Given two versions of
the same music piece with the time-continuous axes [0, )1] and [0, )2], the monotonous alignment can be
modeled as a function

A : [0, )1] → [0, )2] .

The pairwise alignment error n% for a given alignment of two recording is specified as the mean over the
values

n% (61) := |A(61) − 62 |,

where (61, 62) ∈ [0, )1] × [0, )2] denotes the ground-truth pairs of measure annotations. As an evaluation
metric, we use accuracy, which is defined as the proportion of correctly transferred measure positions
with a pairwise alignment error below a given tolerance g [145].

In the following, we use eight different synchronization approaches based on conventional chroma
features and the combination of chroma features with DLNCO features, SF, SF★, DL-based onsets (DL-O),
DL-based beats (DL-B), DL-based downbeats (DL-D), and finally a 3-dimensional stacked activation
function combining DL-based onsets, beats, and downbeats (DL-OBD) (see Section 3.2 for a detailed
overview of activation functions). We use a feature rate of 50 Hz for the computation of chroma, and
conventional onset features. To generate DL-based features, we use the madmom [14] library, for which
we utilize the default setting 100 Hz as the feature rate, and downsample generated features to 50 Hz (after
low-pass filtering).

3.3.3.1 Overall Result

To get a first impression of the alignment behavior of different approaches, Figure 3.4 illustrates an
overview of average accuracy values (averaged over all movements and all pairs of different performances)
and for different tolerances g. Obviously, one can observe that the synchronization accuracy improves with
increasing threshold. For example, using g = 30 ms, the average synchronization accuracy is 0.454 when
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Chapter 3. High-Resolution Music Synchronization

Figure 3.4: Comparison of the average accuracy values for different synchronization approaches and different threshold
parameters g. The accuracy denotes the proportion of correctly transferred measure positions having an error below a given
tolerance g.

Table 3.4: Accuracy values based on
chroma and DL-OBD for different toler-
ances g = 30, 70, 100 ms. q denotes the
average accuracy over four movements
M1, M2, M3, and M4.

g = 30 ms g = 70 ms g = 100 ms
CHROMA DL-OBD CHROMA DL-OBD CHROMA DL-OBD

M1 0.408 0.576 0.723 0.813 0.817 0.877
M2 0.396 0.600 0.694 0.842 0.789 0.917
M3 0.528 0.655 0.827 0.912 0.910 0.956
M4 0.485 0.662 0.773 0.884 0.861 0.930
q 0.454 0.624 0.754 0.863 0.844 0.920

using only chroma features, and the accuracy increases to 0.624 when integrating the DL-OBD activation
cues. This is a substantial improvement.

Next, we focus on the comparison of different approaches for g = 70 ms, which is a common tolerance
value for the evaluation of music synchronization and beat tracking procedures. The inclusion of DLNCO
slightly worsens the alignment since DLNCO features are not suited for soft onsets as occuring in string
music. However, the integration of SF and SF★ into the synchronization pipeline results in a better accuracy.
Among conventional onset features, SF★ shows a better performance than SF and DLNCO, owing to the
fact that SF★ features account for the detection of soft onsets and are therefore more suitable for string
music. Furthermore, using DL-based methods leads to a better synchronization result compared to the
conventional methods. Note that the integration of DL-OBD, which combines DL-O, DL-B, DL-D, reveals the
best accuracy among all the synchronization approaches. It is also interesting to observe that DL-B, which
is based on beats, is the second-best among DL-based approaches and leads to better accuracy values than
downbeat-based DL-D, whereas DL-O reveals the lowest accuracy among the DL-based approaches.

In general, similar trends can be observed when using other thresholds. Using g = 500 ms, all
synchronization approaches yield nearly perfect results.
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3.4. Conclusion

Table 3.5: Accuracy based on chroma
and DL-OBD across different synchroniza-
tion pairs, for different tolerances g. The
first column indicates the pair of versions
(see Section 3.3.1).

g = 30 ms g = 70 ms g = 100 ms
CHROMA DL-OBD CHROMA DL-OBD CHROMA DL-OBD

AP 0.494 0.636 0.774 0.864 0.839 0.928
PA 0.500 0.632 0.778 0.864 0.847 0.928
AB 0.434 0.576 0.722 0.849 0.830 0.907
BA 0.451 0.580 0.743 0.863 0.857 0.920
BP 0.429 0.662 0.762 0.870 0.850 0.919
PB 0.417 0.657 0.746 0.866 0.843 0.915
q 0.454 0.624 0.754 0.863 0.844 0.920

3.3.3.2 Dependency on Movement

In our next experiment, we analyze the synchronization accuracy across different movements. Table 3.4
provides a comparison of alignment results based on the conventional chroma-based approach and our
proposed combined method DL-OBD per movement for different tolerances g. For example, considering the
first movement and g = 70 ms, the accuracy of 0.723 for the chroma-based approach increases to 0.813
when using our combine approach DL-OBD. One can observe a similar trend across different movements
for different tolerance parameters g. The second movement tends to yield the lowest accuracy values when
using only chroma features, while the integration of DL-OBD significantly improves the synchronization
accuracy from 0.694 to 0.842 for the second movement. One reason may be that the beat and downbeat
information leads to a significant improvement in synchronization accuracy of slower sections.

3.3.3.3 Dependency on Performance

As a final experiment, we provide a comparison of the accuracy values across different performances for
different tolerance parameters g in Table 3.5. In general, using a combination of chroma and activation
functions significantly improves the accuracy for all the synchronization pairs and tolerances. For
g = 70 ms, chroma reveals an average accuracy of 0.774 for AP and DL-OBD improves the accuracy to
0.864. Remarkably, across other synchronization pairs the synchronization accuracy values are similar.
Nonetheless, deviations may occur due to soft onsets, slight inconsistencies in ground-truth annotations,
and linear interpolation while measure transfer. Note that the synchronization accuracy rather depends on
the musical complexity and structure, e. g., across different movements, but not on the performances.

3.4 Conclusion

In this chapter, we investigated the incorporation of conventional onset features, and activation cues obtained
by recent DL-based onset, beat, and downbeat detectors to a conventional chroma-based synchronization
pipeline. Our results reveal that the integration of a combined version of onset, beat, and downbeat
activation functions significantly improves the synchronization accuracy while maintaining the robustness
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Chapter 3. High-Resolution Music Synchronization

of the original chroma-based approach. This improvement is particularly notable in scenarios involving
music with noisy and unreliable onset cues, e. g., string quartets, where beat and downbeat cues proved
more reliable and better suited for improving the alignment accuracy. Synchronization, as detailed here,
is a key component for the subsequent chapters of this thesis. It plays a crucial role in the creation of
our multitrack dataset, as will be introduced in Chapter 5, and also significantly contributes to the data
augmentation processes that are of central importance for the methodologies presented in Chapter 6.
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4 Source Separation with Test-Time Adaptation

This chapter is based on [131]. The first author Yigitcan Özer is the main

contributor to this article. In collaboration with his supervisor Meinard Müller,

he devised the ideas, developed the formalization, and wrote the paper.

Furthermore, Yigitcan Özer implemented all approaches and conducted the

experiments.

Audio signals are typically complex mixtures of various sound sources, which can refer to several people
talking simultaneously in a room, different musical instruments playing together, or a speaker talking in
the foreground with music being played in the background. Decomposing a complex sound mixture into
its constituent components is one of the fundamental research areas in audio signal processing, which
is often referred to as source separation. A classical separation scenario is the cocktail party problem,
where the objective is to isolate a specific speaker’s voice from a mixture of conversations with multiple
speakers and background noise [18]. Within the context of music, a source might refer to a melody, a bass
line, a drum track, a general instrumental voice, or a group of instruments. MSS aims at decomposing a
musical mixture into its constituent sources, as if these were recorded in an isolated fashion [123]. The
practical importance of separating these individual sources from a sound mixture can be seen in diverse
applications, such as creating karaoke systems, aiding in music production, facilitating music transcription,
and supporting music analysis.

In this chapter, we address the novel and rarely considered source separation task of decomposing piano
concerto recordings into separate piano and orchestral tracks. Being a genre written for a pianist typically
accompanied by an ensemble or orchestra, piano concertos often involve an intricate interplay of the piano
and the entire orchestra, leading to high spectro–temporal correlations between the constituent instruments.
We generate artificial training material by randomly mixing sections of the solo piano repertoire (e. g.,
piano sonatas) and orchestral pieces without piano (e. g., symphonies) to train state-of-the-art DNN
models for MSS. As our main contribution, we propose a test-time adaptation (TTA) procedure, which
exploits random mixtures of the piano-only and orchestra-only parts in the test data to further improve the
separation quality.

The remainder of the chapter is organized as follows. Following the introduction in Section 4.1,
in Section 4.2, we describe our MSS approach, explore the recent state-of-the-art spectrogram-domain
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Figure 4.1: An excerpt from the first movement of the Piano Concerto in D minor (KV466) by Wolfgang Amadeus Mozart. Our
goal is to estimate the magnitude spectrograms of the piano part (red) and orchestral part (blue).

DNN model Spleeter to address the MSS task and describe our experimental setting. In Section 4.3, we
introduce the TTA procedure to improve the separation quality of piano concertos and present our dataset.
In Section 4.4, we report on the quantitative empirical results, including a subjective evaluation. Finally,
we conclude in Section 4.5.

4.1 Background

From the Baroque era onward, numerous composers have written piano concertos, which are compositions
highlighting the virtuosity of pianists. As an example, Figure 4.1 shows an excerpt from the first movement
of Piano Concerto in D minor (KV 466) by Wolfgang Amadeus Mozart. In addition to the large number
of compositions, there also are many prominent historical recordings of piano concertos in classical music
archives. In this context, separation of piano and orchestra can enable applications such as editing and
upmixing historical and modern piano concerto recordings.

As the piano is the lead instrument and the orchestra takes over the accompaniment, separation of piano
concertos can be regarded as a lead instrument and accompaniment separation task [22, 90, 152]. The
piano has distinct timbral characteristics, e. g., clear onsets, which intuitively may help a separation model
in distinguishing it from orchestral instruments such as strings, woodwinds, and brass. Nevertheless,
the high spectro–temporal correlations between the piano and orchestral parts in concertos constitute a
challenging problem.
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4.1. Background

Sincemusical signals often exhibit non-stationary spectro–temporal properties andmay be highly correlated
in time and frequency, MSS proves to be a challenging task in music processing [24]. In the last years,
DNNs have led to substantial improvements in separating musical sources [42, 43, 83, 88, 95, 109, 165,
181, 185, 189]. Despite their effectiveness, one disadvantage of data-driven deep models is their need
for a large training dataset, which in the case of MSS consists of multitrack recordings with (isolated)
individual sources or stems. Most of the open-source datasets with isolated stems are limited to popular
music, e. g., MUSDB18 [151] and MoisesDB [142]. However, for western classical music, professionally
produced multitrack recordings are quite rare [10, 166].

In this chapter, we adapt the spectral-based Spleeter model [83] to address the separation of piano and
orchestra in piano concertos. Spleeter has achieved impressive results for the separation of four stems
(vocals, drums, base, and others) in the Signal Separation Evaluation Campaign (SiSEC) challenge [184].
Building upon its standard architecture, which is an encoder–decoder CNN, we train our baseline model
using a proprietary dataset.

When training deep MSS models, generating random mixes of solo instrument recordings may improve
the separation quality [185, 202]. Random mixing for data generation and augmentation has opened up
new paths for separating instrument mixtures, for which multitrack recordings are not available. For
example, Chiu et al. [30] created their own synthetic dataset comprising classical violin and pop piano
solo recordings, which serve as training material of an MSS model for the separation of piano and
violin duos. Inspired by the recent advances in deep learning and data augmentation, we generate in our
setting an artificial training dataset through randomly mixing samples from the solo piano repertoire (e. g.,
piano sonatas, mazurkas, etc.) and orchestral pieces without piano (e. g., symphonies) to simulate piano
concertos.

Whereas one can improve the performance of data-based models using artificially generated data, a
supervised machine learning model necessitates a representative training set to ensure its robustness during
the testing phase. In the case of MSS, many recordings have specific acoustic properties (e. g., historical
recordings) that are not reflected in training datasets, thus leading to a poor separation performance. To
overcome this issue, one can exploit the occurence of repeating patterns in the same recording [150], use
bootstrapping to improve separation results [45, 103], or adapt a pre-trained model to one specific target
mixture [25, 206]. In this chapter, our approach is based on the latter strategy. To this end, we first train
on our artificial dataset and then finetune the model at the testing stage. As our main contribution, we
propose a TTA method similar to [188], where we exploit that a piano concerto typically has relatively
long piano-only and orchestra-only passages. Generating random mixes of these sections, we adapt the
separation model at the test time individually for each piano concerto in our test dataset. Our systematic
experiments highlight the benefits of TTA trained with the spectrogram-domain MSS model Spleeter [83].
To evaluate the performance of our models, we use the widely-used SDR [205], and the 2f-score [92],
which is an objective quality measure. Furthermore, we conduct multiple stimulus with hidden reference
and anchors (MUSHRA) listening tests [87] to assess the perceptual separation quality.
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4.2 Source Separation Approach

In this chapter, our focus is the spectrogram-domain Spleeter model [83], which learns to approximate the
magnitude spectrogram of a target source. To reconstruct the separated audio signals, spectrogram-based
models typically use binary masking, soft masking or multichannel Wiener filtering [51, 110].

In particular, we adapt the Spleeter model [83] for separating piano concertos. The default model
architecture is based on a U-Net [157], which has recently been a widely-used architecture in the MIR
community to address the MSS task [34, 88, 119, 181, 206]. Following this trend of research, we adapt a
U-Net model to predict the magnitude spectrograms of the constituent piano and orchestral parts in a piano
concerto. In the following, we revisit the U-Net architecture in Section 4.2.1 and present our experimental
setting in Section 4.2.2.

4.2.1 U-Net Model

The U-Net model is composed of a convolutional encoder–decoder architecture with skip connections,
which account for the resurrection of fine-grained details in the reconstructed representation. Following
the default setting of the U-Net model in [88], we use a 12-layer network (6 layers for the encoder and 6
for the decoder). Each encoder layer uses a strided 2D convolution with a kernel size of 5 × 5 and a stride
size of 2, preceded by a leaky rectified linear unit (ReLU) activation function, and batch normalization.
The decoder is composed of strided deconvolution layers with a kernel size of 5 × 5 and a stride size of 2,
as in the encoder. The decoder uses ReLU as the activation function, different from the encoder. To avoid
overfitting, we use here dropout with a probability of 0.5 in the first three layers of the decoder. The final
layer of the network is a sigmoid activation function, yielding a soft mask for each target source, which
contains values between 0 and 1. As the loss function, we use ℓ1-norm between masked input mixture and
target spectrograms. For further details about network architecture, we refer to [83, 88].

4.2.2 Experimental Setting

In this chapter, we use monaural recordings, which are sampled at 22.05 kHz. We generate the magnitude
spectrograms using a Hann window size of 2048 and hop size of 512. In a first step, we train our models
using an artificial dataset which contains 20-second random chunks from the mixtures of solo piano
recordings (e. g., piano sonatas) and orchestral pieces without piano (e. g., symphonies) by 16 different
composers from different periods. The total duration of our randomly generated proprietary dataset is
circa 45 hours. We regard this model as our pre-trained model, which we denote as PT.

We train all our models on a single NVIDIA GeForce 1080 Ti graphics processing unit (GPU), using a
batch size of 8, and a learning rate of 1e−4 with adaptive moment optimization (ADAM) optimizer. To
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Composer Full Name Performer Work ID Year M. Dur. (T) Dur. (E) Dur. (C)
Beethoven Piano Concerto No.1 in C major, Op.15 Schnabel BeetOp015 1932 1 1020 170 277
Beethoven Piano Concerto No.4 in G major, Op.58 Gulda BeetOp058 1960 1 1116 159 197
Brahms Piano Concerto No.1 in D minor, Op.15 Arrau BrahOp015 1958 3 728 N/A 65
Haydn Piano Concerto No.11 in D major, Hob. XVIII:11 Gulda HaydnHob018 1962 1 486 83 52
Mozart Piano Concerto No.20 in D minor, KV. 466 Renzi MozKV466 N/A 1 862 129 161
Mozart Piano Concerto No.21 in C major, KV. 467 N/A MozKV467 1962 1 833 136 76
Mozart Piano Concerto No.27 in B–flat major, KV. 595 Casadesus MozKV595 1963 1 778 128 88

Σ 5823 805 916

Table 4.1: Composer, full name of the work, performer, identifier, recording year, movement (M.), duration (Dur.) in seconds of
total recording (T), exposition (E), and cadenza (C).
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Figure 4.2: Annotation of the piano concertos in our dataset into the piano (red), orchestral (blue) parts. To finetune the
pre-trained model with the TTA approach, we generate random mixtures of the piano-only (e. g., in the Cadenza, denoted as C)
and orchestra-only (e. g., in the Exposition, denoted as E) sections.

improve the separation quality of real piano concerto recordings, we finetune the model with TTA, which
we describe in the next section.
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4.3 Test-Time Adaptation

Supervised deep learning models addressing the MSS task typically require a large dataset that consists
of isolated recordings. As a data augmentation method, one can use random mixes to provide training
material for an MSS model in the case isolated stems are missing [30, 202]. While this approach cannot
simulate the harmonic and rhythmic relationships between various instruments in a real recording, it helps
the model to distinguish timbral characteristics of the concurrent musical sources. However, the acoustic
properties of recordings (including reverberation, and background noise) play an essential role when
upmixing and separating different musical tracks. For instance, in the case of poor recording conditions,
(e. g., historical recordings) the properties of the test data may not be reflected well in the training set, thus
resulting in a poor separation quality. Finetuning a pre-trained MSS model in the testing phase using a
few samples drawn from the test data (also called test-time adaptation (TTA) [107, 188]) can improve the
separation quality by capturing the specific acoustic features found in a music recording.

From this perspective, separation of piano concertos is a particularly suitable scenario for applying TTA
thanks to their compositional form. Depending on the period in which the work was composed, these
compositions often comprise long piano-only (e. g., in the cadenza) and orchestra-only parts (e. g., in the
exposition, also called opening ritornello). Using these sections, one can create artificial mixes which
come from the audio material of the given test item. As a result, the mixes share the same recording
conditions as the test data.

To investigate this approach, we consider seven piano concerto recordings (see Table 4.1). The selected
movements of these piano concertos have a long cadenza, which contains only the piano (see Figure 4.2).
Note that, with the exception of BrahOp015, these musical pieces also comprise a long exposition in
which only the orchestra plays. For our experiments, we annotate the piano-only and orchestra-only
sections, which are publicly available.2 Exploiting the structural characteristics of piano concertos, we
create random mixes of piano-only and orchestra-only sections, which serve as further training data for
model adaptation for each piano concerto individually. In the next section, we investigate the improvement
of qualitative and subjective separation quality via TTA.

4.4 Evaluation

In this section, we report on the separation results acquired by our pre-trained model PT and the finetuned
models TTA. In Section 4.4.1 we describe our test dataset. We discuss the quantitative empirical results
in Section 4.4.2 and present the subjective evaluation in Section 4.4.3.

2 https://www.audiolabs-erlangen.de/resources/MIR/2022-PianoSep/
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Figure 4.3: Evolution of SDR values based on our test dataset, applying TTA on the pre-trained model PT.

4.4.1 Test Dataset

For the evaluation of our models, we generate 30-second random mixes of piano-only and orchestra-only
parts sampled from the annotated piano concertos (see Figure 4.2). These are different from the artificial
training set, which we use for the pre-trained model, as they share harmonic and acoustic properties
originating from the same recording. Note that we ensure that the samples used for training do not overlap
with the test mixtures which we use for the evaluation purposes.

4.4.2 Quantitative Evaluation

To get a first impression of the performance of the models PT and TTA, we use the SDR [205] as our
quantitative evaluation metric for the separation (see Section 7.3.3 for a detailed account of SDR-based
evaluation). Table 4.2 provides a comparison of the resulting SDR values between a baseline for the SDR
values (denoted as BL), which we compute using the test mixture as the target signal and ground-truth
sources as the reference, pre-trained PT, and finetuned TTA after 100 iterations. One can observe that PT
leads to a substantial improvement in SDR values compared to BL over the whole dataset, both for the
piano and orchestra. It is interesting to observe that PT improves the SDR value of BeetOp015 for the
separation of piano from 4.48 to 4.60, which is a relatively low improvement compared to other piano
concertos in the dataset. Note that BeetOp015 is a historical recording (see Figure 4.1 for the recording
year of the piano concertos), whose inadequate recording conditions may not be well represented in the
random mixes used for the training of the PT, thus leading to a relatively poor separation performance.

Now, we focus on the comparison between PT and TTA. In general, the SDR-based results demonstrate
that TTA enhances the separation of PT across all the piano concertos, for both the piano and the orchestra.
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Table 4.2: Comparison of the SDR (dB)
values between the baseline BL, and
the separated sources by the pre-trained
model PT and the finetuned model TTA
after 100 iterations. The average SDR
values are denoted with q.

Work ID Piano Orchestra
BL PT TTA BL PT TTA

BeetOp015 4.48 4.60 8.95 −4.36 0.09 3.67
BeetOp058 1.62 6.13 7.83 −1.58 2.23 5.75
BrahOp015 4.75 7.31 9.02 −4.60 0.09 3.67
HaydnHob018 10.99 14.47 15.34 −10.93 1.97 3.18
MozKV466 5.01 7.44 9.93 −5.06 −0.23 3.76
MozKV467 −0.72 5.45 6.28 0.73 6.52 7.26
MozKV595 6.64 12.74 13.00 −6.89 5.25 5.58

q 4.67 8.31 10.05 −4.67 2.27 4.70

For example, in the case of BeetOp015, PT yields an SDR value of 4.60 for the separated piano. After
finetuning with TTA for 100 iterations, this improves to 8.95. For the separated orchestra of BeetOp015,
TTA also improves the SDR from 0.09 to 3.67. In the case of better quantitative separation results by
PT, e. g., MozKV595, we observe that the improvement via TTA is relatively lower. Here, the SDR values
improve from 12.74 to 13.00 for the piano and from 5.25 to 5.58 for the orchestra. Furthermore, our
analysis reveals that the SDR value for the separated orchestra is generally lower than piano for both PT
and TTA over the whole test dataset, except for MozKV467. An informal inspection states that the TTA
leads to a significant improvement in the separation performance for historical recordings, which are not
well-reflected in the training dataset of the pre-trained model PT.

In our next experiment, we investigate the performance of the finetuned models TTA per iteration.
Figure 4.3 illustrates the evolution of the SDR values for each piano concerto in our test dataset. The
overall convergence behavior exhibits a general trend of improvement of SDR values through TTA over
PT for the separation of the piano and the orchestra. In particular, the SDR values for the separation of
BeetOp015 depict a rapid improvement within the first 10 iterations. For the other piano concertos, the
improvement of SDR values generally accelerates after the 10th iteration. After the 100th iteration, the
separation performance remains steady for most of the piano concertos. Furthermore, after the 100th

iteration, the SDR values constantly increase in the case of BeetOp015 and MozKV467 for both piano and
orchestra.

Although SDR is widely used as a quantitative evaluation metric for MSS, it is well known that it may
not be suitable for determining the perceptual sound quality of separated musical sources [23]. The
work by Torcoli et al. [195] provides a comparison of objective quality measures in the source separation
domain. Their analysis indicates that a quantitative evaluation using the metric called 2f-score exhibits
the best correlation with ground-truth data based on the subjective ratings from MUSHRA listening tests.
For a detailed account of the 2f-score, we refer to [92]. Note that the 2f-score values range from 0 to
100 following MUSHRA rating scores (see Section 4.4.3). Table 4.3 provides the resulting 2f-score
values for the separated sources by PT and TTA using 100 iterations. In general, one can observe here a
similar trend as for the SDR. PT mostly reveals better 2f-score scores than the baseline BL, except for the
piano separation of BeetOp015, which presumably suffers from its poor recording conditions that are not
well-represented in the artificial training set.
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Table 4.3: Comparison of the 2f-score
values between the baseline BL, and the
separated sources using the pre-trained
model PT and finetuned model TTA af-
ter 100 iterations. The average 2f-score
values are denoted with q.

Work ID Piano Orchestra
BL PT TTA BL PT TTA

BeetOp015 21.60 21.50 28.39 15.51 25.85 29.52
BeetOp058 22.08 27.13 36.19 27.02 38.65 38.68
BrahOp015 24.01 30.79 36.43 22.63 35.36 33.20
HaydnHob018 19.27 34.57 38.31 27.10 41.19 40.35
MozKV466 19.25 32.30 39.49 26.07 35.62 40.18
MozKV467 15.61 28.80 31.52 28.43 40.26 41.21
MozKV595 14.88 27.82 31.52 18.08 30.36 31.49

q 19.53 28.99 34.55 23.55 35.33 36.38
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Figure 4.4: Results of our subjective evaluation based on MUSHRA listening tests for the piano (left) and orchestra (right). The
colored markers indicate the average rating scores enclosed by 95% confidence intervals (indicated by the vertical lines).

As for the SDR-based results, 2f-score values increase via TTA after 100 iterations for both the piano and
the orchestra. For example, in the case of BeetOp015, PT yields a 2f-score value of 21.50 for the separated
piano, improving to 28.39 after applying TTA. Interestingly, the separation of the orchestral part yields
better results than the piano according to 2f-score values. This is opposed to the evaluation based on the
SDR, where the separation results are significantly better in the case of piano separation (see Table 4.2).

4.4.3 Subjective Evaluation

In this section, we describe the experimental setting for our subjective evaluation to assess the perceived
separation quality. We carried out two listening tests using the MUSHRA methodology following the
ITU-R BS.1534-3 recommendation [87]. It is a double-blind multi-stimulus test method with a hidden
reference and an additional lower anchor signal. The rating scores range from 0 to 100, involving five
categories: Bad (0-20), Poor (20-40), Fair (40-60), Good (60-80), and Excellent (80-100).

In total, 34 participants were involved in our listening tests (31 experienced listeners and 3 inexperienced
listeners). TheMUSHRAmethodology suggests a post-screening of the participants stating that participants
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should be excluded from the listening test if they give the hidden reference a score lower than 90 for more
than 15% of the test items. Concerning our tests, one of the participants was excluded after post-screening.

Each of the two listening tests contains seven test items. For each test item, we generated four different
signals with a duration of 12 seconds (maximum allowed signal duration for MUSHRA listening tests),
which are excerpts from the test mixtures that we use for our quantitative evaluation. In our first listening
test, we asked the participants to rate the overall audio quality for each of the four signals (also called
conditions) with respect to a reference signal, which is a clean piano-only section. Similar to [52], we
created the lower anchor signals by low-pass filtering the test mixtures to a 3.5 kHz cut-off frequency and
by adding musical noise, i.e., randomly setting 20% of the remaining time/frequency coefficients to zero.
The other two signals involve separated piano parts by PT and TTA. Similarly, our second listening test
evaluates the overall quality of the separated orchestral parts following the same procedure as the first
listening test.

Figure 4.4 summarizes the results from our listening tests. First, one can observe that the participants rated
the reference signal with an average MUSHRA rating score of 99 and the lower anchor is significantly
below the conditions PT and TTA. Remarkably, the general trend of the performances by PT and TTA
support our quantitative analyses, inferring that the TTA procedure generally improves the separation of
both the piano and orchestra. When observing the rating score of the piano concertos individually, one can
observe that the rating of the historical recording BeetOp015 is significantly lower than other items for PT.
Intuitively, this is due to its poor recording conditions. After applying TTA, the average rating score of
BeetOp015 improves from 33 to 59 for the piano and from 43 to 58 for the orchestra. Furthermore, the
orchestra separation led to a lower MUSHRA score in the case of MozKV595, both for PT and TTA. One
reason may be the audible clipping artifacts in the reference signal and hidden separated orchestra, which
a subset of the participants noted during the listening test.

As a final remark, the subjective results demonstrate that the average separation quality of the orchestra is
better than for the piano, which is in favor of the results based on the 2f-score (see Table 4.3). This again
illustrates that quantitative and subjective evaluations need to be carefully interpreted.

4.5 Conclusion

In this chapter, we investigated the separation of piano and orchestra in piano concertos. We trained
our model using a U-Net architecture based on the Spleeter implementation with random mixes of solo
piano and orchestral recordings, which we regarded as our baseline pre-trained model. We proposed
a TTA procedure to enhance the separation quality using the random mixes created from the samples
found in the test data. In particular, we showed that TTA substantially improved the quantitative and
subjective evaluation results, both for the piano and orchestra. The test data used for evaluation were
based on synthetic mixes of piano-only and orchestra-only sections from piano concerto recordings. For a
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more realistic and fair evaluation, we introduce a multitrack dataset of piano concertos in the following
chapter (Chapter 5), which involves a collection of excerpts with separate piano and orchestral tracks from
piano concertos ranging from the Baroque to Post-Romantic era. Furthermore, the considered scenario in
this chapter indicates the potential of musically motivated mixing approaches for training and finetuning
deep neural network (DNN) models. In Chapter 6, we provide a more thorough exploration of musically
motivated data augmentation methods that simulate more realistic mixtures.
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5 A Multitrack Dataset of Piano Concertos

This chapter is based on [136]. Yigitcan Özer is the main contributor to this

article’s recording process, dataset creation, and writing. Simon Schwär was

the sound engineer responsible for the recording and post-production process.

Emre Sen, Jeremy Lawrence, Yigitcan Özer, and Meinard Müller were the

main performers of the dataset. Vlora Arifi-Müller contributed to the dataset

curation. Meinard Müller closely supervised this work and contributed with

Simon Schwär to the article’s writing.

The piano concerto is a genre of central importance in Western classical music, often consisting of a
virtuoso solo part for piano and an orchestral accompaniment. In this chapter, we introduce the Piano
Concerto Dataset (PCD), which comprises a collection of excerpts with separate piano and orchestral
tracks from piano concertos ranging from the Baroque to the Post-Romantic era. In particular, using
existing backing tracks by the music publisher Music Minus One (MMO), we recorded excerpts from
15 different piano concertos played by five interpreters on various instruments under different acoustic
conditions. The key challenge of playing along with pre-recorded orchestral accompaniments lies in the
exact synchronization of the performer. For guiding the pianists for obtaining a high synchronization
accuracy, we used additional click tracks generated with measure and beat annotations of the orchestral
tracks, which also are provided in the PCD. The dataset is relevant for a variety of MIR tasks, including
music source separation, automatic accompaniment, music synchronization, editing, and upmixing.

The remainder of the chapter is organized as follows. Following the introduction in Section 5.1, in
Section 5.2, we give an overview of the existing multitrack datasets. In Section 5.3, we address the role
and significance of piano concertos in Western classical music and review their form and compositional
structure. As the main contribution of this chapter, we describe the content of PCD in Section 5.4 and
outline its recording process and challenges. In Section 5.5, we describe the different interfaces for
accessing the dataset. Finally, we conclude in Section 5.6 with prospects on the potential applications of
the PCD.
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Measure & Beat Annotations

Mix

(a)

8 9 10 11 12 13 14 15

Orchestral Track

(Music Minus One)

Click Tracks

Recorded Piano

(b)

Figure 5.1: Overview of the recording process. (a) The sheet music of measures 8–15 from Tchaikovsky’s Piano Concerto No. 1
in B Flat Minor, Op. 23, 1st movement. (b) During the recording process, the pianist is supposed to play synchronously with
the backing track. In a real-life recording process, the pianist and conductor interact for optimal synchronization and cohesion
between the piano and orchestra. In our scenario, however, playing along with a pre-recorded accompaniment is a difficult task
for the performer. To address this challenge, they listen to metronome-like click tracks sonified using measure (solid green)
and beat (dashed green) annotations in addition to the orchestral accompaniments. As the result of a final mastering step, PCD
comprises dry and reverberant synchronous recordings of piano and orchestra accompaniments selected from 15 different piano
concertos and their mixes.

5.1 Background

Data-driven models for MSS typically require clean, isolated target sources (also called stems) for training
and evaluation. Research in MSS mainly focuses on separating vocals, bass, and drums from mixtures
of popular music songs, mainly due to the availability of multitrack datasets such as MUSDB18 [151]
for this task. Separating classical music recordings into individual sound sources has also recently
received attention [19, 29, 30, 75, 121, 131, 143, 163]. Compared to popular music, the constituent
sources of classical music recordings often reveal a higher spectro–temporal correlation, which makes the
separation task more challenging. Furthermore, the availability of sufficiently large multitrack datasets for
Western classical music is a limiting factor for research in this area. In this chapter, we introduce a novel
multitrack dataset called PCD, which enables both quantitative and subjective evaluation for separating
piano concertos.

PCD contains 81 excerpts ofmultitrack piano and orchestra recordings, each having a duration of 12 seconds.
These are selected from 15 different piano concertos from the Baroque to the Post-Romantic period. The
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variety in the works’ complexity, the recordings’ acoustical settings, its orchestral instrumentation, and
five different performers contributes to the diversity of PCD.

The piano concerto is an essential genre in Western classical music from the Baroque era onward. These
compositions are generally written for pianists to demonstrate their virtuosity. Furthermore, the piano
concerto has a rich and dynamic sound that is distinctive to this type of music, characterized by opposing
musical elements [35]. Besides a large number of compositions throughout music history, classical music
archives comprise numerous prominent historical, public-domain recordings of piano concertos, which
can be useful for various applications in MIR, including source separation, editing, and upmixing [117],
music alignment [57, 146], automated accompaniment [2, 39], and audio decomposition [58]. We refer
to Section 6.2 for a more detailed account on related work for general source separation.

To create a multitrack dataset of piano concertos, we use MMO3. MMO provides recordings of backing
tracks, in which the lead instrument or the vocal part is omitted, typically the soloist. This allows musicians
to practice or perform the solo part along with the pre-recorded accompaniment in case they do not have
access to other musicians to play with them. The main difficulty of performing with a pre-recorded
accompaniment lies in the absence of any interaction between the player and other musicians. This
is particularly problematic for classical music since interpretations can vary greatly in terms of tempo
and dynamics. Moreover, piano concertos often contain long sections which only involve orchestral
accompaniment. The lack of guidance for the pianist, as typically provided by a conductor, can result
in being asynchronous or missing the cue after a long rest. To address this issue, we annotated the
measure and beat positions of the backing track of each piano concerto. During the recording sessions,
the pianists simultaneously listened to the orchestral accompaniments and sonified click tracks, which
were generated using these annotations. Notably, in case of abrupt tempo changes or long piano-solo
sections, the additional click tracks have proven helpful for the interpreters while playing along with the
pre-recorded accompaniments. Figure 5.1 displays an excerpt from the Piano Concerto in B Flat Minor,
Op. 23, 1st Movement by Peter Ilyich Tchaikovsky and its recording process. The recording sessions are
followed by post-production for generating cohesive mixtures of newly recorded piano tracks and existing
MMO accompaniments. As a main contribution of PCD, we provide dry and reverberant recordings of
piano and orchestra stems and their mixtures.

5.2 Related Work

For the training and evaluation of data-driven models, datasets constitute an essential component of MIR
research. In particular, the availability of multitrack datasets has led to impressive results of data-driven
MSS approaches that focus on separating popular music recordings. In the Western classical music
domain, several datasets have been introduced for polyphonic vocal music [36, 118, 158, 169], which

3 https://www.halleonard.com/series/MMONE
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Table 5.1: Multitrack instrumental
datasets in the Western classical music
domain, indicating the number of record-
ings (#R) and their total duration (Dur) in
hh:mm:ss.

Name & Author # R Dur

WWQ [4] 1 00 : 09 : 00
TRIOS [144] 5 00 : 03 : 12
PHENICX [166] 4 00 : 10 : 36
Bach10 [50] 10 00 : 05 : 30
URMP [106] 44 01 : 36 : 00
EnsembleSet [163] 9 01 : 03 : 34
PCD 81 00 : 16 : 12

comprise isolated recordings of vocal ensembles. For instrumental music, however, there are only a
few multitrack datasets (see Table 5.1). Bay et al. [4] presented the Woodwind Quintet (WWQ) dataset,
which includes separate tracks of a woodwind adaptation of Beethoven’s String Quartet, Op. 18 No. 5.
The TRIOS dataset [144] involves multitrack recordings of four classical pieces and one jazz piece, as
well as their transcriptions. The PHENICX-Anechoic dataset [166] comprises annotations and audio
material of anechoic multitrack recordings of four orchestral works, which differ in terms of the number of
instruments per instrument class. Bach10 [50] consists of multitrack recordings of ten chamber music
pieces where each work comprises four parts (SATB) played by violin, clarinet, saxophone, and bassoon.
Li et al. [106] introduced the University of Rochester Multimodal Performance (URMP) dataset, which
addresses the music performance as a multi-modal art form and provides the musical score, as well as the
audio recordings of the individual stems of 44 ensemble pieces. Their work also describes the challenges
of maintaining synchronization and musical expressiveness while creating a multitrack dataset of classical
music pieces. Sarkar et al. [163] presented the EnsembleSet, which consists of synthesized multitrack
recordings of strings, woodwind instruments, and brass, generated by using MIDI files from RWC [72]
and Mutopia4. For an overview of a variety of publicly available datasets in MIR, please refer to [11]5.

5.3 Piano Concertos in Western Classical Music

As it is a central theme in PCD, we highlight in this section the compositional structure and evolution
of piano concerto as a genre of central importance in Western classical music. A piano concerto is a
musical composition written for piano and orchestra. It typically consists of multiple movements, with the
piano playing the primary role and the orchestra providing the accompaniment. Since the Baroque period,
piano concertos have been composed by many composers from all epochs until today. As a result, piano
concertos are an enduring and popular form of classical music and continue to be enjoyed by audiences
around the world.

In the seventeenth century, the earliest use of the term concerto in Western classical music referred
to its literal meaning combined effort. The “combined effort” sense persisted until Johann Sebastian
Bach, whose keyboard concertos depend on the reconciliation of cembalo or harpsichord and other

4 https://www.mutopiaproject.org
5 https://mirdata.readthedocs.io/en/latest/
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instruments [35]. One has to consider that in J. S. Bach’s time, the keyboard did not yet have the status of
a virtuoso instrument as it does today. When it appeared in association with other instruments, it was
initially associated with the term continuous bass instrument [167]. Nowadays, pianists often perform
baroque keyboard concertos on the modern piano.

Whereas the high Baroque period cultivated various kinds of concertos, the solo concerto, which comprises
a lead instrument accompanied by an orchestra, emerged as the preeminent type of this form in the high
Classical period. In the late eighteenth century, the classical concerto evolved to an independent form,
incorporating form-functional elements associated with the Baroque period, e. g., the ritornello, and the
Classical period, e. g., the classical sonata form [26]. The pioneers of the Vienna Classic, Haydn, Mozart,
and Beethoven, wrote piano concertos that involve a dialogue between orchestra and solo instrument [167].

During the course of the nineteenth century, romanticism brought a new interest in orchestral color, and
composers explored a variety of sounds obtained by closely intertwining the solo instrument and the
orchestra. Additionally, the piano had grown in tonal capabilities compared to its usage in the Baroque
and Classical periods. As a result, romantic piano concertos diverged from the classical form [69]. For
example, the focus of the interaction between orchestra and piano shifted in favor of the soloists in the
case of piano concertos by Frédéric Chopin. In contrast, while renouncing the mere virtuoso display
of the soloist, Robert Schumann’s Piano Concerto in A minor, Op. 54, is considered a masterpiece of
thematic and melodic integration of piano and orchestra. Romanticism reached a climax in Brahms’ piano
concertos, interchangeably splitting the themes between orchestra and the piano. Finally, the virtuoso style
in the Romantic period witnessed its best examples in Tchaikovsky’s famous first piano concerto (Op. 23),
but even more by the post-romanticism in the piano concertos by Rachmaninov.

5.4 Piano Concerto Dataset (PCD)

In this section, we present the PCD as our main contribution of this chapter. In Section 5.4.1, we cover the
details of the musical content and characteristics of the dataset. We define the naming conventions of the
included files in Section 5.4.2. In Section 5.4.3, we explain our approach for the alignment of pianists with
the pre-recorded orchestral tracks. We elaborate on the recording process in Section 5.4.4, describe the
required pre-processing steps in Section 5.4.5, and finally the post-production in Section 5.4.6.

5.4.1 Dataset Content and Characteristics

This section describes several aspects concerning the content and characteristics of PCD. The dataset
consists of 81 excerpts selected from 15 piano concertos by 10 different composers, as shown in Table 5.2.
Here, the WorkID specifies the prefix of each filename in the dataset encoding the composer, assigned
work number (i. e., Op, BWV, and KV), and the movement, respectively. For further information on the
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WorkID Composer Full Name Mvm PID #V #E Dur

Bach_BWV1056-01 J. S. Bach Piano Concerto in F Minor, BWV1056 1 YO 2 10 120
Beethoven_Op015-01 Beethoven Piano Concerto No. 1 in C major, Op. 15 1 MM 1 6 72
Beethoven_Op019-01 Beethoven Piano Concerto No. 2 in B Flat Major, Op. 19 1 ES 2 4 48
Beethoven_Op037-01 Beethoven Piano Concerto No. 3 in C Minor, Op. 37 1 ES 2 4 48
Beethoven_Op037-02 Beethoven Piano Concerto No. 3 in C Minor, Op. 37 2 LR 1 1 12
Beethoven_Op058-02 Beethoven Piano Concerto No. 4 in G Major, Op. 58 2 ES 2 2 36
Chopin_Op021-03 Chopin Piano Concerto No. 2 in F Minor, Op. 21 3 ES 1 5 60
Grieg_Op016-01 Grieg Piano Concerto in A Minor, Op. 16 1 ES 1 1 12
Mendelssohn_Op025-01 Mendelssohn Piano Concerto No. 1 in G Minor, Op. 25 1 ES 2 2 24
Mozart_KV414-01 Mozart Piano Concerto No. 12 in A Major, KV.414 1 YO 1 2 24
Mozart_KV467-01 Mozart Piano Concerto No. 21 in C Major, KV.467 1 YO 1 5 60
Mozart_KV467-02 Mozart Piano Concerto No. 21 in C Major, KV.467 2 YO 2 6 72
Rachmaninoff_Op018-01 Rachmaninov Piano Concerto No. 2 in C Minor, Op. 18 1 JL 1 5 60
Rachmaninoff_Op018-02 Rachmaninov Piano Concerto No. 2 in C Minor, Op. 18 2 JL 1 5 60
Rachmaninoff_Op018-03 Rachmaninov Piano Concerto No. 2 in C Minor, Op. 18 3 JL 1 5 60
Rachmaninoff_Op030-01 Rachmaninov Piano Concerto No. 3 in D Minor, Op. 30 1 ES 2 6 72
Saint_Op022-01 Saint-Saëns Piano Concerto No. 2 in G Minor, Op. 22 1 ES 1 2 24
Schumann_Op054-01 Schumann Piano Concerto in A Minor, Op. 54 1 ES 2 4 48
Tschaikovsky_Op023-01 Tchaikovsky Piano Concerto No. 1 in B Flat Minor, Op. 23 1 ES 2 6 72

Σ 81 972

Table 5.2: Overview of the dataset indicating the work identifier (WorkID), composer, full name of the work, movement (Mvm),
performer identifier (PID), number of versions (#V), number of excerpts (#E), and total duration in seconds (Dur). The versions
here refer to distinct performances recorded under different acoustic conditions and played on different pianos.

naming conventions of the audio and annotation files in the dataset, see Section 5.4.2. In addition to
various compositional styles ranging from the Baroque to the Post-Romantic era, PCD includes different
difficulty levels of piano concertos. For example, J. S. Bach’s Piano Concerto in F Minor, BWV1056, is
classified as moderately difficult, whereas Rachmaninov’s Piano Concerto No. 3 in D Minor, Op. 30, is a
very challenging virtuoso work for pianists.

Although we recorded longer sections, including the exposition, development, or sometimes entire
movements of piano concertos, we decided to extract and provide only shorter excerpts of the recordings
for several reasons. First, practicing and performing entire movements can be difficult for pianists. Second,
it is time-consuming for sound engineers to edit and process longer recordings. Third, depending on the
compositional style, piano concertos may involve long sections where the piano and orchestra do not play
together, which does not serve the multitrack dataset. We will make the raw piano recordings (also of
longer sections) available, upon request.

The choice of excerpts is mainly based on musical coherence and a balance between piano and orchestra.
Besides passages where both parts play together, we also included sections where the piano and orchestra
follow a conversational style, such as in Beethoven’s Piano Concerto No. 4 in G Major, Op. 58. In order to
account for a suitable duration of the excerpts, we regarded two guidelines. First, the excerpts need to
be long enough to involve a complete musical phrase. Second, they should be relatively short for their
usability in a subjective listening test. Based on these criteria, we decided on a duration of 12 seconds.
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Room ID Room Description Piano #E Dur

R1 Lecture Hall (Fraunhofer IIS) Yamaha C3 15 180
R2 Private Studio (Jeremy Lawrence) Yamaha C3X 15 180
R3 Music Academy (Emre Şen) Seiler 21 252
R4 Saygun Concert Hall (Bilkent University) Steinway D 30 360

Σ 81 972

Table 5.3: Overview of different rooms where the recordings took place, number of excerpts recorded in each room (#E), and
their total duration in seconds (Dur). Note that the piano model is different in each acoustic environment.

This audio length has been a good compromise for musicality while being the longest recommended
duration for Multiple Stimulus with Hidden Reference and Anchors (MUSHRA) listening tests [87].

For a wide range of interpretations, five pianists participated in the curation of the dataset: Emre Şen
(ES), Jeremy Lawrence (JL), Lisa Rosendahl (LR), Meinard Müller (MM), and Yigitcan Özer (YO). All the
performers have provided their consent to publish the recorded material for research purposes under a
Creative Commons license. The performers’ skills range from amateurs (LR, MM) to semi-professional
players (JL, YO) to a concert pianist (ES), and their experiences differ accordingly. LR is a historian
and musicologist, and MM is a full-time professor in MIR, playing the piano as a hobby. Among the
semi-professional performers, JL is a Master’s student in electrical engineering with a strong musical
background and experience as a pianist, whereas YO is a Ph.D. candidate working on MIR, with a
background in electrical engineering and piano performance. ES is a concert pianist who regularly
performs recitals and plays piano concertos with orchestras.

Furthermore, the room acoustics vary among the performances, ranging from a small and relatively dry
domestic space (R2), via small recital halls (R1 and R3), to a spacious concert hall environment (R4).
Each room is also associated with a different grand piano model. Table 5.3 summarizes the differences in
recording conditions for each room.

In addition to distinct acoustic conditions, PCD includes recordings that vary in quality and orchestral
accompaniments. The recordings of Rachmaninov’s Piano Concerto No. 2 in C Minor, Op. 18, performed
by JL are considered the highest quality recordings in the dataset. These performances were recorded in
multiple sessions and underwent exhaustive post-processing. Moreover, this is the only instance where
the orchestral accompaniment is synthetic (as provided by MMO), whereas other backing tracks are real
recordings. Note that we also provide recordings of multiple movements from the same piece for three
works: Beethoven’s Piano Concerto No. 3 in C Minor, Op. 37, Mozart’s Piano Concerto in C Major,
KV.467, and Rachmaninov’s Piano Concerto No. 2 in C Minor, Op. 18. Furthermore, there are two
versions of certain excerpts, providing different piano recordings using the same underlying orchestral
accompaniments.

To gain a more comprehensive understanding of the statistics of the dataset, the distribution of the number
of pieces per composer is presented in Figure 5.2a. In PCD, Rachmaninov is the most prominent composer,
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(a) (b) (c)

Figure 5.2: Various bar plots describing the dataset. The number of selected 12-second excerpts is indicated by the horizontal
axis per (a) composer, (b) performer, and (c) acoustic environment.

with 21 excerpts and a total duration of 252 seconds. Beethoven comes in second place, with 17 excerpts,
followed by Mozart, J. S. Bach, and Tchaikovsky. Figure 5.2b provides an overview of the number of
excerpts played by each performer. Most of the performances are by the concert pianist ES. Note that
several pieces were performed by the same performer in different rooms. For example, ES performed
Tchaikovsky’s Piano Concerto No. 1 in B Flat Minor, Op. 23 both in R3 and R4. Figure 5.2c illustrates the
number of excerpts per room. The majority (32) of the recordings took place in R4, roughly a quarter of
them (21) in R3, 15 in R1, and 15 in R2.

5.4.2 Naming Conventions

PCD offers a variety of musical dimensions as summarized in Table 5.4. These dimensions, referred to as
ComposerID, WorkNo, MeasRange, PID, VersionID, StemType, and Reverb, are used in the filenames
of the provided WAV audio files. The ComposerID specifies the composer (see Figure 5.2a). WorkNo
indicates the Opus, BWV, or KV number of the work, and MovementNo denotes the number of the
movement from which the excerpt was selected. The MeasRange dimension specifies range of the excerpt
in measures. PID identifies the performer, as introduced in Section 5.4.1, and VersionID the version.
StemType refers to the post-processing configurations presented in Section 5.4.6. Reverb refers to the
presence of artificial reverb added in the post-production. The audio filename using the instances in the
Example column in Table 5.4 is Bach_BWV1056-01-mm001–008_YO-V2_OP_reverb.wav. It represents
Bach’s (ComposerID) Piano Concerto in F Minor, BWV1056 (WorkNo), 1st Movement (MovementNo),
Measures 1–8 (MeasRange), played by YO (PID), second version (VersionID), which includes piano part
plus orchestral accompaniment (StemType) with artificial reverb (Reverb).

5.4.3 Synchronization

Similar to the development of other multitrack datasets, the PCD curation encountered several challenges
regarding the alignment of separate tracks. The missing interaction between the performer and other
musicians constitutes a key challenge in a multitrack recording setting. As Li et al. [106] suggest,
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Table 5.4: PCD dimensions, encoded in file-
names.

Dimension Description Example

ComposerID Composer Identifier Bach
WorkNo Op. / BWV / KV BWV1056
MovementNo Movement Number 01
MeasRange Measure Range mm001–008
PID Performer Identifier YO
VersionID Version Identifier V2
StemType (O)rchestra / (P)iano OP
Reverb Presence of Reverb reverb

audio-visual cues may help the musicians when playing along with a given audio track. In the recording
process of the PCD, we used only audio cues, which served as a guide for the performers alongside the
pre-recorded orchestral accompaniments.

The main objective of PCD is to provide piano recordings, which are synchronous to the original backing
tracks by MMO. This design choice enables the dataset’s reproducibility while restricting the freedom
of interpretations since the pianists must steadily adapt their tempo to the orchestral track. To overcome
the challenges posed by the recording settings, we provided metronome-like click tracks in the form of
sonified measure and beat annotations. We first manually annotated the measure positions in the backing
track where the orchestra is active. Note that piano concertos often involve relatively long piano solo
passages. In these sections, we employed linear interpolation to estimate the measure positions. This
approach guaranteed that the sonified metronome-like click tracks retained consistent tempo in sections
where the backing track is silent.

For the beats, we initially experimented with manual annotations. However, we found that using manual
annotations based on the orchestral accompaniments was ineffective for the performers, as the tempo
changes within measures were often inconsistent. As an alternative, we again utilized linear interpolation
to estimate the beats within the manually annotated measure positions based on the time signature of the
piece. This approach resulted in equidistant beats interpolated between the manual measure annotations,
which were more helpful for the pianists than manual beat annotations.

Only for the recordings of Rachmaninov Piano Concerto No. 2 in C Minor, Op. 18, we adopted a more
involved iterative approach for the generation of beat annotations. For example, piano-only sections
meant to be played with rubato (rather than a consistent tempo) were annotated by the performer such
that the click tracks would match the tempo fluctuations in their interpretation. This facilitated a more
natural-sounding recording of solo sections with larger variations in tempo.

Finally, we sonified measure and beat positions with different frequencies to aid the pianists during the
recording process. Depending on the preference of the musician, we either activated or deactivated the
click tracks during recording to allow for more agogical playing.
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Figure 5.3: An impression from the recording process in R4 with stereo spot microphones (2× Schoeps MK4). To synchronously
play with the orchestra, the performer listens to the MMO orchestral accompaniment via Beyerdynamic DT 770 Pro headphones
(superimposed by click tracks).

5.4.4 Recording Process

In this section, we outline the technical details about the recording process. The performances in rooms
R1, R3, and R4 were recorded using a stereo spot microphone with Schoeps MK4 cardioid microphones,
placed near the bend of the grand piano body (see Figure 5.3). Comparable high-end microphones like the
MK4 are often used in similar professional recording setups. The exact position of the microphones was
individually adjusted to the acoustics of each recording space and the characteristics of the instrument,
roughly following an ORTF (Office de Radiodiffusion Télévision Française) setup. The microphone
signals were recorded using a RME Babyface Pro FS audio interface and the REAPER6 digital audio
workstation. Recordings were initially stored in the WAV format with a sampling rate of 44.1 kHz and 24
bits per sample. The orchestral accompaniment and sonified click tracks were presented to the musicians
via headphones (Beyerdynamic DT 770 Pro) and played back from the same REAPER session to ensure
a synchronous recording of the piano part. The pianists had the possibility to record the movements in
shorter segments and repeat individual sections, as is common in a studio recording process. This typically
results in multiple takes for the same section, which are later edited to form a coherent performance (see
Section 5.4.6). The performances in room R2 (the recordings of Rachmaninov’s Piano Concerto No. 2
in C Minor, Op. 18) were captured in a similar fashion, only differing in the utilized equipment. These
performances were recorded using a stereo pair of Sennheiser MKH 8020 omnidirectional microphones in

6 https://www.reaper.fm/
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AB configuration with a spacing of 35 cm. The microphones were placed approximately 1m from the
bend of the grand piano body at the height of 145 cm. A Steinberg UR22mkII audio interface and the
Cubase 7 digital audio workstation were used.

5.4.5 MMO Pre-Processing

The backing tracks provided by MMO vary in recording quality and format. To provide consistent
orchestral accompaniments suitable for recording the piano parts, we modified the original tracks in several
ways.

First, some of the MMO recordings were split into multiple sections (e. g., including just one page of
sheet music). To have a backing track of the entire movements, we joined the audio files, which belong
to the same movement. The resulting backing tracks are single audio files that serve as a continuous
reference timeline for the dataset. Furthermore, we removed audible waveform artifacts at the splitting
points. Finally, we removed the silence at the beginning and end of CD audio files. Note that this results
in a shorter total duration of the reference timeline than the sum of the MMO tracks. All timings in the
provided annotations and documentation refer to the reference timeline of the backing tracks created in
this process. We conducted all the modifications with Python scripts, which allows for reproducing our
backing tracks from original MMO files.

Second, we removed some clicks in the backing track, provided in MMO in pauses of the orchestral
accompaniment where the pianist plays solo. In the rendered excerpts, all clicks are always deactivated.
This applies to the backing tracks of Bach_BWV1056-01, Beethoven_Op037-01, Beethoven_Op058-02,
Mendelssohn_Op025-01, Mozart_KV414-01, Rachmaninoff_Op018-01, Rachmaninoff_Op018-02,
Rachmaninoff_Op018-03, and Schumann_Op054-01.

Third, we finally employed some additional cosmetic pre-processing, including the removal of background
noises (using the iZotope RX8 Audio Editor) and equalization for more consistent timbral qualities between
pieces.

5.4.6 Post-Production

The post-production of the recorded performances was conducted in three steps. First, we edited the
recorded takes in REAPER to create a coherent rendition of the piano part. The takes were chosen to
reduce playing mistakes while still maintaining a consistent musical arc in the performance, similar to
post-production in a recording studio. Note that we maintained the timeline of the backing track in the
post-production. Only the piano recording was edited to achieve good synchronicity with the MMO
orchestral accompaniments.

7 https://www.steinberg.net/cubase/
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Second, equalization was applied to the piano recordings to ensure consistent timbral qualities within our
dataset without overcompensating the differences between instruments and recording spaces. Some minor
noise removal similar to the MMO pre-processing was necessary to remove background noises. Third,
to increase the coherence between the piano part and orchestral accompaniment, we applied artificial
reverberation to both tracks simultaneously using the FabFilter Pro-R2 algorithmic reverb software. All
tracks are available with and without artificial reverberation to facilitate different use cases (see below).
For the dataset, the post-processed excerpts were exported as WAV files with 44.1 kHz sampling rate and
16 bits per sample in six different configurations:

• OP_reverb: Piano part plus orchestral accompaniment with artificial reverb

• OP: Piano part plus orchestral accompaniment without artificial reverb

• P_reverb: Piano part only with artificial reverb

• P: Piano part only without artificial reverb

• O_reverb: Orchestral accompaniment only with artificial reverb

• O: Orchestral accompaniment only without artificial reverb

During the recordings of Beethoven_Op015-01, and Mozart_KV467-01, the orchestral accompaniment
was erroneously played back with a rate of 0.995 (Beethoven_Op015-01) and 1.005 (Mozart_KV467-01),
which results in a slightly slower or faster piano part relative to the backing track with the original playback
speed. This mistake was corrected in the post-production with Elastique Pro v3.3.3 by applying time-scale
modification (with rates 1.005458 and 0.994616, respectively).

5.5 PCD Interfaces

The main motivation of PCD is to provide a freely available and well-documented multitrack dataset to
support MIR research on orchestral music, particularly piano concertos. To this end, the dataset is made
publicly accessible through different interfaces in order to support scientific exchange and ensure the
reproducibility of scientific results.

Interactive interfaces can lower barriers to access datasets and research results. This can be achieved
through features such as playback functionalities [67, 89, 160]. To provide an interactive medium for the
researchers, we use an open-source audio player [210] integrated in a web interface, which allows the
listener to switch between multiple audio tracks while synchronously indicating the playback position of
the audio tracks. As default visualization, the interface offers an overview of the six configurations of
stems, as presented in Section 5.4.6. The main page is subdivided into a section called Excerpts, which
includes links to recorded piano concertos sections with a dedicated sub-page for each excerpt. Figure 5.4
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Figure 5.4: Screenshot of our web-based interface
with a Track Switcher [210], which comprises six
tracks of dry and reverberant recordings of an excerpt
from Tchaikovsky’s Piano Concerto No. 1 in B Flat
Minor, Op. 23, 1st movement.

shows a screenshot of an exemplary sub-page8, which hosts the multitrack audio files for an excerpt
selected from Tchaikovsky’s Piano Concerto No. 1 in B Flat Minor, Op. 23, 1st movement.

5.6 Conclusion

In this chapter, we introduced the PCD, which comprises excerpts from piano recordings and orchestral
accompaniments of piano concertos ranging from the Baroque to the Post-Romantic era. Using backing
tracks from the music publisher MMO, we recorded 15 different piano concertos played by five performers
with different instruments under varying acoustic conditions. To address the challenge of precise
synchronization with pre-recorded orchestra accompaniments, we created click tracks to guide the pianists
during the recording process. As a main contribution of PCD, we provide 81 excerpts of dry and reverberant
recordings of piano and orchestra stems and their mixtures. We release the dataset via an interactive
web-based interface to provide a convenient access. Diverse musical dimensions of PCD enable various
applications for MIR research, particularly for quantitative and subjective evaluation of source separation
models.

8 https://www.audiolabs-erlangen.de/resources/MIR/PCD/
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6 Source Separation with Musically Motivated
Augmentation Techniques

This chapter is based on [132]. The first author Yigitcan Özer is the main

contributor to this article. In collaboration with his supervisor Meinard Müller,

he devised the ideas, developed the formalization, and wrote the paper.

Furthermore, Yigitcan Özer implemented all approaches and conducted the

experiments.

Being a genre written for a pianist typically accompanied by an ensemble or orchestra, piano concertos
often involve an intricate interplay of the piano and the entire orchestra, leading to high spectro–temporal
correlations between the constituent instruments. Moreover, in the case of piano concertos, the lack
of multitrack data for training constitutes another challenge in view of data-driven source separation
approaches. As a basis for this chapter, we adapt existing DL techniques, mainly used for the separation of
popular music recordings. In particular, we investigate spectrogram- and waveform-based approaches as
well as hybrid models operating in both spectrogram and waveform domains. As a main contribution, we
introduce a musically motivated data augmentation approach for training based on artificially generated
samples. Furthermore, we systematically investigate the effects of various augmentation techniques for
DL-based models. For our experiments, we use the PCD, which is open-source dataset of multitrack
piano concerto recordings, introduced in Chapter 5. Our main findings demonstrate that the best source
separation performance is achieved by a hybrid model when combining all augmentation techniques.

The remainder of the chapter is organized as follows. Following the introduction in Section 6.1, in
Section 6.2, we discuss the relevant work on source separation. We then revisit in Section 6.3 the
architecture and characteristics of four different networks, which we adapt for our application scenario.
In Section 6.4, we introduce our musically motivated data augmentation approaches. Then, in Section 6.5,
we describe the experimental settings and our design choices and report on the quantitative empirical
results, including a subjective evaluation. Finally, in Section 6.6, we conclude with prospects on future
work.
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Figure 6.1: An excerpt from Tchaikovsky’s Piano
Concerto No. 1 in B Flat Minor, Op. 23, 1st Movement.
Our goal is to decompose piano concertos into the
piano (red) and orchestral (blue) tracks using data-
driven MSS techniques.

6.1 Background

Motivated by the need for orchestral accompaniments of amateur or semi-professional pianists, we consider
the novel task of separating piano concertos building on Chapter 4, which we substantially extend in this
chapter, particularly through the adaptation of four deep learning (DL) models. For an illustration of the
task, see Figure 6.1.

MSS aims at separating individual musical sound sources from a recording that contains multiple
instruments or voices. Generally, a musical source may refer to singing, an instrument, or an entire group
of instruments such as an ensemble or orchestra. The practical importance of separating these individual
sources from a sound mixture can be seen in diverse applications, such as creating karaoke systems, aiding
in music production, facilitating music transcription, and supporting music analysis. However, MSS poses
a significant challenge due to strong spectro–temporal correlations between different sound signals within
a music recording [24]. In this context, DNNs have led to substantial improvements in separating and
isolating musical sources, see, e. g., [42, 43, 83, 88, 97, 114, 159, 178, 181, 185, 190].

Supervised deep learning models addressing the MSS task typically require a large dataset that consists
of multitrack recordings containing the individual stems of the various musical sources. Because
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of the availability of such multitrack recordings for popular music, most MSS models focus on the
separation of at least four stems including vocals, drums, base, and other [122, 151, 184]. Furthermore,
there has been growing interest in the separation of individual sound sources within classical music
recordings [29, 75, 121, 143, 164], which is also the main focus of our research. In the case of separating
piano concertos, distinct timbral characteristics of the piano (e. g., clear onsets) may help a separation model
in distinguishing piano from orchestral instruments such as strings, woodwinds, and brass. However, the
source separation algorithms face a challenge when dealing with the strong spectro–temporal correlations
among different instruments in piano concertos.

In contrast to popular music production, where individual instruments are often recorded in isolation, the
direct interaction between musicians is an essential aspect of performing classical music. As a result,
there are hardly multitrack recordings available for classical music [10, 16, 106, 125, 158, 163, 166].
In case multitrack recordings are unavailable, random mixing can be used to artificially generate and
augment training data [30, 178]. Following this strategy, we used artificial training material in Chapter 4
by randomly mixing sections selected from the solo piano repertoire (e. g., piano sonatas, etudes, etc.) and
orchestral pieces without piano (e. g., symphonies) to train an MSS model based on Spleeter [83]. As
a main contribution, we extend the proposed approach in Chapter 4 and adapt four MSS models, each
possessing distinct characteristics. As a second main contribution, we propose a musically motivated data
augmentation method for training, inspired by the harmonic, rhythmic, and structural elements found in
piano concertos.

As another extension of Chapter 4, instead of using artificially generated test data, we evaluate our models
using the PCD, which provides a wide range of piano concerto recordings played by five performers
in four different acoustic environments. For the evaluation of our models’ performance, we use the
widely-used SDR [205] and also the 2f-score [92], which is a perceptually motivated quality measure
yielding better results in source separation tasks [195]. Finally, we conduct listening tests based on the
MUSHRA framework [87] to assess the subjective perceptual separation quality. For the reproducibility
of the results, we provide the open-source code and pretrained models as well as all test data used in our
experiments and listening test in our GitHub repository9.

6.2 Related Work in Source Separation

The models used in this chapter build upon DL approaches for general MSS models. Early works on
MSS depend on the time–frequency (TF) representations, predicting a spectrogram for each individual
musical source of a given recording. Based on the magnitude spectrogram of an input mixture (in our
application, an existing piano concerto recording), most spectrogram-based neural network approaches
estimate the magnitude spectrogram of the constituent musical sound sources [83, 88, 185]. Binary

9 https://github.com/yiitozer/pc-separation
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masking, soft masking, or multichannel Wiener filtering are then typically used to reconstruct the separated
audio signals [110]. Besides using the magnitude spectrogram, recent approaches also use the real and
imaginary parts or include the phase of the complex-valued spectrogram [31, 109, 196, 207]. For example,
Choi et al. [32] report on the enhancement of separation performance with an ablation study conducted
with spectrogram-based U-Net models through the usage of the real and imaginary parts. Note that this
approach, denoted as Complex-as-Channel (CaC), allows for directly taking the inverse STFT (iSTFT)
from the learned representations, eliminating the necessity for further phase estimation methods such as
Griffin-Lim [76] or Phase Gradient Heap Integration (PGHI) [148].

A second class of MSS models directly operates in the waveform domain [43, 181]. Waveform-based
models receive the raw waveform of an input mixture and then predict the waveforms of the individual
separated sources. Generally, these models implicitly perform some kind of TF analysis using convolution
in their first layers [113]. Avoiding the computation of an STFT, waveform-based approaches do not
require the explicit choice of a window size parameter. Moreover, operating in the waveform domain
eliminates the need for an additional phase reconstruction, which is often required in spectrogram-based
models.

The third class of MSS models apply hybrid techniques, which intuitively combine the complementary
information provided by waveform- and spectrogram-based models [42, 95, 159, 178]. Hybrid approaches
incorporate both spectral and temporal branches, merging the latent representations through addition or
shared layers to leverage the advantages offered by each domain.

6.3 Adaptation of Source Separation Models

In this section, we first revisit the architecture and characteristics of four different models, which we adapt
for our source separation task of piano concertos (see also Figure 6.2). In particular, we first explore the
spectrogram-based models Open-Unmix (UMX), and Spleeter (SPL) in Section 6.3.1 and Section 6.3.2,
respectively. Then, we investigate the waveform-based model Demucs (DMC) in Section 6.3.3. Finally, we
describe in Section 6.3.4 the hybrid model HDemucs (HDMC), which operates both in spectrogram and
waveform domains.

Under the assumption of an instantaneous linear mixing model [20], we represent the mixture signal
Gm : Z→ R as a linear combination of waveforms of the estimated source signals Gm :=

∑
B∈( GB, where (

denotes the set of target sources. As we are dealing with the separation of piano concertos into piano
and orchestra tracks, we have ( = {p, o}, where p denotes the piano and o the orchestra source. It is
important to note that all the separation approaches in this chapter are applied to stereo input waveforms
or spectrograms, and the resulting output signals also comprise two channels. However, for the sake of
simplicity and clarity, we use the monoaural signal model as in previous chapters.
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Figure 6.2: An overview of source separate models, which we adapt for separating piano concertos. Note that while only the
monaural case is illustrated, all models are designed to work with stereo signals. (a) Spectrogram-based Open-Unmix (UMX) [185].
(b)Spectrogram-based Spleeter (SPL) [83]. (c)Waveform-based Demucs (DMC) [43]. (d)Hybrid model HDemucs (HDMC) [42].
Spectral branches are shown in orange and temporal in gray. Dashed lines denote the skip connections of the U-Net-based
network architectures.

Table 6.1: List of adapted models.
Model ID Domain Size (MB) #Targets

UMX Spectrogram 33.93 1
SPL Spectrogram 74.98 2
DMC Waveform 510.22 2
HDMC Hybrid 319.03 2

6.3.1 Open-Unmix (UMX)

Given the magnitude spectrogram Ym of an input mixture, UMX [185] learns a soft spectral mask "B of a
target musical source B ∈ (. The estimated magnitude spectrogram of a target source ŶB is computed as:

ŶB = Ym � "B, (6.1)

where � denotes the Hadamard product (pointwise multiplication). For the reconstruction of the waveform
of the estimated source signals, the input phase is used. In particular Multichannel Wiener Filtering is
applied to minimize the total mean squared error (MSE) across all channels [110].

The core architecture of UMX is a three-layer bidirectional long short-term memory (BLSTM) [85] as
described in [202] (see Figure 6.2a). Throughout our experiments, we remain consistent with the original
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implementation and employ the MSE loss:

LMSE = ||YB − ŶB ||22 , (6.2)

where YB denotes the ground-truth magnitude spectrogram of a target source. For an investigation of
various loss functions used with the UMX network, we refer to [78].

As indicated in Table 6.1, UMX is the model with fewest parameters among different approaches. However,
in the original UMX approach, an independent training run is needed for each target source B ∈ (. This is
also the method we follow in our experiments. For a multi-target variant of UMX, we refer to [165].

6.3.2 Spleeter (SPL)

Being a spectrogram-based model, SPL [83] also aims at approximating the magnitude spectrogram YB
of a target source B ∈ (. Its architecture is based on the U-Net [157], which is widely-used model in
MIR research to address the MSS task [32, 34, 43, 119, 159, 181]. Following this trend, we adapt the
SPL implementation to predict the magnitude spectrograms of the constituent piano and orchestral parts in
a piano concerto.

In our experiments, we use the same configuration as the U-Net model described in [88], which consists
of 12-layer convolutional networks—six layers for encoder and six layers for the decoder (see Figure 6.2b).
The skip connections account for the recovery of fine-grained details in the reconstructed representations.
Note that SPL involves a separate U-Net for each source, which do not share weights. As shown in Table 6.1,
the size of the model is 74.98 MB when having two sources. Each additional source adds parameters
equivalent to 37.49 MB. The final layer of each U-Net model is a sigmoid activation function, yielding a
soft mask "B for each target source, which contains values between 0 and 1. The estimated magnitude
spectrogram ŶB is then computed as in Equation (6.1). Then, the estimated waveform of the target source
ĜB is reconstructed with Wiener Filtering [51].

For the loss function, we use the ℓ1-norm between the magnitude spectrograms of the masked input
mixture ŶB and ground-truth target source YB:

Lspec
1 =

1
|( |

∑
B∈(
||YB − ŶB ||1. (6.3)

For further details about the network architecture, we refer to [83, 88].

6.3.3 Demucs (DMC)

DMC [43] is a U-Net-based model which operates in the waveform domain. Given the raw waveform
of an input mixture, it outputs an estimated waveform for each source without requiring any further
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postprocessing step to recover the phase information. Similar to other U-Net-based MSS models in the
literature, it contains a convolutional encoder–decoder network with skip connections (see Figure 6.2c).
The rationale behind incorporating skip connections in this context is to provide direct access to the phase
of the input mixture and transmitting it to the estimated sources. For temporal long-range dependencies,
two BLSTM layers are included in the bottleneck. Note that the number of parameters within DMC’s
encoder and decoder layers is larger than other U-Net-based models used in our experiments. As depicted
in Table 6.1, DMC has the most parameters among the four models.

DMC is trained with an ℓ1-norm in time domain:

Ltime
1 =

1
|( |

∑
B∈(
||GB − ĜB ||1, (6.4)

where GB represents the ground-truth target source in the time domain, and ĜB the estimated time-domain
signal. For a detailed account of the DMC model, we refer to [43].

6.3.4 Hybrid Demucs (HDMC)

HDMC [42] is an extension of DMC with an additional spectral branch. As illustrated in Figure 6.2d, its
architecture contains a dual structure composed of U-Net-based networks with shared layers (Encoder6,
Decoder6). Here, the spectral layers are denoted with the prefix ‘Z’ (shown in orange) and the temporal
layers with the prefix ‘T’ (shown in gray), following the original notation in [42].

The spectral input (Figure 6.2d, left) is the complex-valued STFT Xm of an input mixture Gm. Following
the CaC approach by Choi et al. [32], the real part Re(Xm) and the imaginary part Im(Xm) of the input
mixture are encoded by different channels of the spectral branch. The convolutional kernels are applied
along the frequency dimension, leading to a one-dimensional representation as the output of the 5th

encoder layer (ZEncoder5) of the spectral branch of the network.

The temporal branch (Figure 6.2d, right) receives the raw waveform Gm, similar to DMC. The output of
the 5th temporal encoder layer (TEncoder5) is of the same size as the output of ZEncoder5. The learned
spectral and temporal representations are then summed and used as the input to the 6th encoder layer. The
output of the 6th encoder layer serves as an input both for spectral and temporal decoders. To account for
the long-range temporal context, the 5th and 6th layers of the encoder involve local attention and BLSTM
layers.

As output, the spectral decoder produces a complex-valued spectrogram, which is inverted with iSTFT to
generate the waveform ĜZ

B . Furthermore, the temporal branch directly outputs a waveform ĜT
B . The outputs

from both branches are summed to compute the estimated waveform of the target source:

ĜB = Ĝ
Z
B + ĜT

B . (6.5)
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Figure 6.3: Musically motivated data augmen-
tation strategies. (a)Random mixing record-
ings from the solo piano repertoire (e. g., pi-
ano sonatas) and orchestral recordings without
piano (e. g., symphonies). (b)Harmonic adap-
tation of the orchestral recordings to the piano
tracks using optimal pitch shift. (c)Creating
additional training material by aligning record-
ings of Beethoven symphonies with their Liszt
piano transcriptions. (d)Silence masking to
replicate the silent passages in the piano or
orchestral part.

(a) Random mixing (  )

(b) Harmonic adaptation (  )

(c) Unison mixing (  )

(d) Silence masking (  )

Optimal pitch shift

Similar to DMC, we use the ℓ1-norm as the loss function of HDMC, as in Equation (6.4). For further details
about the network architecture, we refer to [42].

6.4 Musically Motivated Data Augmentation

In this section, we present our strategy to create and augment data for training our MSS models. In
particular, we propose four data augmentation techniques as illustrated in Figure 6.3. In the following,
we delve deeper into our proposed methods, inspired by the harmonic, rhythmic, and structural elements
found in piano concertos.
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6.4.1 Random Mixing

Supervised deep learning models designed for MSS typically rely on large datasets containing recordings
of isolated stems. Since such multitrack recordings are not available in the case of piano concertos, we
create a dataset as in Chapter 4 through random mixes of piano-only recordings (e. g., piano sonatas) and
recordings of orchestral music without piano (e. g., symphonies), see Figure 6.3a for an illustration. While
this method does not reflect the harmonic and rhythmic interaction among different instruments found in
most real recordings, it helps the MSS model identify the timbral characteristics of concurrent musical
sources. However, this approach may correspond to passages in piano concertos which are atonal and do
not follow a homorhythmic texture.

Our training data combines open-source datasets and publicly accessible orchestral recordings from
the International Music Score Library Project (IMSLP)10. As for the piano recordings, we first use
MAESTRO [81], which involves 198.7 hours of piano performances recorded on Yamaha Disklaviers. To
account for other room acoustic conditions and inclusion of different pianos, we further incorporate the
ATEPP [214] dataset, which contains approximately 1000 hours of piano recordings performed by 49
pianists, spanning 1580 movements by 25 composers. Due to their large size, we create subsets randomly
selecting piano recordings from the two datasets. The subset derived from the MAESTRO dataset amounts
to approximately 6 hours, while we incorporate 24 hours of piano recordings from the ATEPP dataset.

For orchestral recordings, we use symphonies and ensembles selected from four open-source datasets.
First, we use the Phenicx Anechoic dataset [166], which consists of clean multitrack recordings of four
orchestral excerpts by different composers. Second, we consider Bach10 [50], which comprises multitrack
recordings of ten chamber music pieces where each work comprises four parts (SATB) played by violin,
clarinet, saxophone, and bassoon. Third, we use the OrchSet dataset [17], which contains 64 audio excerpts
from orchestral works interpreted by symphonic orchestras, mostly from the romantic period, as well as
classical and 20th century pieces. Fourth, we select a subset of 19 classical music recordings without piano
selected from the Real World Computing (RWC) dataset [73]. Furthermore, we also use public-domain
symphonies and concertos from IMSLP for training. Given that string instruments usually dominate in
orchestral compositions, we also include concertos of woodwind and brass instruments, in particular solo
sections of these underrepresented instruments to obtain a more diverse dataset. In summary, this selection
helps to balance the training dataset, in particular adding excerpts that involve non-string instruments.

To create our dataset, we first extract 30-second chunks from piano and orchestral recordings. To account
for a high variety, we ensure that the chunks selected from a piano recording are mixed with chunks from
various orchestral recordings, and vice versa. During the training phase, we also use gains to create a
range of volume ratios, which reflects that the piano’s sound intensity may substantially change relative to
the orchestral track. The total duration of our dataset involving randomly generated mixture recordings is
approximately 30 hours.

10 https://imslp.org/
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6.4.2 Harmonic Adaptation

Piano concertos are composed specifically to show an interaction between the piano and orchestra. In
these compositions, the piano is closely intertwined into the orchestral accompaniment, often sharing
melodic, rhythmic, and harmonic elements. Due to the strong interaction of the piano and orchestra, it is
not possible to simulate real music recordings simply by superimposing signals extracted from different
sources.

While random mixing can help the MSS methods to learn timbral characteristics of the concurrent sources
to some extent, it generates harmonically implausible combinations, which may only loosely mimic real
music recordings. Given that the majority of piano concertos in the Western classical music repertoire are
mostly tonal, the musical elements occurring simultaneously exhibit strong harmonic relationships [20].
In this context, to obtain more realistic mixtures, we incorporate harmonic adaptation into our training
process as a further stage of our musically motivated data augmentation procedure.

There are several approaches in the literature, which consider using the chroma features to assess the
similarity between different sources in the context of random mixing [30, 93, 213], and apply pitch shifting
to create more harmonically plausible mixtures [42]. Inspired by this approach, we first compute the
chroma features of the piano and orchestral recordings and apply pitch shifting to the orchestral recordings,
taking the corresponding piano track as a reference. Figure 6.3b depicts an example of this strategy, where
the harmonics of the orchestral recording are dominated by D♯, whereas the piano recording’s harmonic
content is primarily in A♯. After optimal pitch shifting, we obtain a more harmonically plausible random
mixture.

6.4.3 Unison Mixing

While separating music signals, it is generally assumed that the harmonics and transients of different
signals only partially overlap. However, if the constituent sources of a musical mixture play the same notes
simultaneously (i.e., in unison), the different sources highly overlap both in time and frequency, leading to
a significant challenge for MSS algorithms [182]. This phenomenon can also be understood within the
context of multiple-voice monody or monophony, which represents the most challenging musical textures
for separation, given that parallel voices follow the exact same melody [20]. Various piano concertos
involve passages, in which piano and orchestra play in unison. For example, this happens in the Bach
Piano Concerto in F minor, BWV1056 and Schumann Piano Concerto in A minor, Op.54 (see, e. g., the
excerpts with ID 000, 005, 071, and 073 in the test dataset [136]11).

To better separate unison mixtures of orchestral instruments, Stöter et al. [183] proposed a method to
exploit instrument-specific modulation structures for source separation. It turns out that this approach is
particularly suitable for strings and brass instruments. For simulating unison passages in piano concerto

11 https://www.audiolabs-erlangen.de/resources/MIR/PCD
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recordings, we consider generating unison data with alignment techniques. To this end, we exploit that
many orchestral works were transcribed to piano throughout the music history. An iconic example is
the renowned piano transcriptions by Franz Liszt for Beethoven’s symphonies. For these piano-reduced
versions, one can find multiple recordings by famous pianists such as Glenn Gould. To create highly
overlapping piano–orchestra mixtures, we synchronize public-domain recordings of Beethoven symphonies
with recordings of their piano-reduced versions (see Figure 6.3c).

For the alignment of orchestra and piano versions, we use DTW, which is a well-known technique for music
synchronization [46, 161]. Conventional methods typically use chroma features as the input representation
to the alignment algorithm [38, 124]. Despite its robustness for music synchronization in view of harmonic
and melodic information, using only chroma features does not ensure a high temporal synchronization
accuracy. Since we aim to simulate unison recordings, in which the piano and orchestral tracks play the
same notes simultaneously, a high temporal accuracy is required.

To increase the temporal alignment accuracy, Ewert andMüller [57] introduced a combined synchronization
approach, which integrates additional onset-related information besides chroma features. The inclusion of
onset-based information results in a grid-like structure in the DTW cost matrix, which guides the alignment
through activation cues that highlight note onsets. Inspired by this combined synchronization approach,
we follow the alignment method introduced in Chapter 3. This method incorporates beat, downbeat, and
onset activation functions computed using the open-source madmom library [14]12, alongside chroma
features, to compute the alignment path. To create a training set of unison recordings, we generate the
alignment paths for each pair of the symphony recordings and recordings of their piano transcriptions
using the open-source Sync Toolbox [126], which provides an efficient implementation of DTW [146].

To generate orchestral tracks, which are synchronous with the piano recordings, we then employ TSM.
Using the alignment path acquired from DTW as an input for the TSM algorithm, we speed up or slow
down the orchestral track without affecting the frequency content. For TSM, we use the approach by
Driedger et al. [49], which combines harmonic–percussive source separation (HPSS) and classical TSM
algorithms, such as phase vocoder [61], and WSOLA [204]. The duration of this additional dataset of
unison mixtures is approximately 22 hours.

6.4.4 Silence Masking

Depending on the compositional style, piano concertos may involve long sections where the piano and
orchestra do not play together. In particular, in the concertos written in the Classical period, the piano and
orchestra often follow a conversational style, such as in Beethoven’s Piano Concerto No. 4 in G Major,
Op. 58 [26], (see, e. g., the excerpts with the PCD ID 025 and 026 in the test dataset). Moreover, piano
concertos often comprise long piano-only (e. g., in the cadenza) and orchestra-only parts (e. g., in the
exposition, also called opening ritornello). In Chapter 4, we exploit this property of the piano concertos
12 https://github.com/CPJKU/madmom
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for further finetuning the MSS model at test time, a strategy called test-time adaptation [188]. Several
works in the literature apply activity-based approaches as a prior to enhance audio source separation,
e. g., [170, 194]. Inspired by this strategy, we randomly mask out passages either in the piano or in the
orchestral track (but never simultaneously), see Figure 6.3d for an illustration.

6.5 Evaluation

In this section, we describe our systematic experiments and report on the separation results acquired by the
four MSS models using various musically motivated data augmentation approaches. First, we outline our
experimental settings in Section 6.5.1. We then discuss the quantitative empirical results in Section 6.5.2
and present the results of our listening tests in Section 6.5.3. Finally, we elaborate in more detail on the
impact of transfer learning and unison mixing in Section 6.5.4.

6.5.1 Experimental Setting

In our experimental setup, we use stereo recordings, which are sampled at 44.1 kHz. For the spectrogram-
based and hybrid models, we apply an STFT using a Hanning window of length # = 4096 and hop size of
� = 1024, consistent with the default settings in [42, 43, 83, 185]. For UMX, we use two different settings,
where we train one model with 6-second random chunks (in [185], default setting) and another model
with 20-second random chunks. The random chunks used for training the other models have a duration
of 20 seconds, as in the default setting of SPL. We use the default learning rates given in the original
implementations, ADAM optimizer, and early stopping with patience 20 (indicating the number of epochs
with no improvement in the validation loss before terminating the training). All models are trained using a
single NVIDIA GeForce RTX 3090 GPU.

We apply a four-stage learning process for each model. Each subsequent stage utilizes transfer learning by
initializing the model with weights that were pre-trained during the prior stage, and then proceeds to further
train all of these weights. For an in-depth discussion on the effects of this transfer learning approach, please
refer to Section 6.5.4. We initially train our models starting with random initialization, using the artificial
dataset generated through random mixes with various gains, as detailed in Section 6.4.1. We denote the
first training stage as R. After reaching convergence in this training stage, we apply pitch shifting with an
optimal chroma index to the orchestral recordings (see Section 6.4.2). We call this stage R_H. In the third
stage, we incorporate the synchronized Beethoven symphony recordings and their transcriptions for solo
piano to simulate unison passages within piano concertos (see Section 6.4.3). This stage is denoted as
R_H_HU. The fourth and final stage called R_H_HU_HUS introduces the random silent parts into the two
sources (see Section 6.4.4). To account for a fair comparison, we ensure that all DL-based models receive
identical training data samples in the same order and using the same randomization parameters (e. g.,
volume ratio, starting point of a chunk or silence mask).
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Given that the first level learns easier aspects of the task and that the difficulty level gradually increases in
the subsequent stages due to the rise in overlapping harmonics and onsets, this approach can be thought of
as curriculum learning [8], which exploits, particularly in the first three stages, previously learned concepts
to ease the learning of new abstractions.

6.5.2 Quantitative Evaluation

To get a first impression of the model performances, we use the SDR [205] as our quantitative evaluation
metric for the separation task. Table 6.2 shows the mean SDR values (averaged over all test samples) with
corresponding variances of the four models (where UMX06 denotes the UMX model trained on 6-second
chunks and UMX20 denotes the UMX model trained on 20-second chunks).

At first, we focus on the SDR results obtained for the separation of the piano. After the first training
stage R, HDMC achieves the highest average SDR value 8.67, followed by the spectrogram-based models
UMX20 yielding 8.45, and SPL with a result of 7.93. Among the four models, DMC results in the lowest
SDR value of 7.47, after the stage R.

The SDR results for separating the orchestral track follow a similar trend, although the values, in general,
are significantly lower. For the orchestra, HDMC yields the highest average SDR value of 3.86 after the first
training stage R, again followed by the spectrogram-based models UMX20 yielding 3.65, and SPL with a
result of 3.32. Among the four models, DMC results in the lowest average SDR value after stage R, 2.68.

Next, we investigate the effect of different training strategies. In general, the SDR-based results demonstrate
that incorporating data augmentation approaches improves the separation performance of the hybrid model
HDMC. The largest performance boost for HDMC occurs after the second stage R_H (a rise from 8.67 to
9.30 for the piano, 3.86 to 4.53 for the orchestra), where we apply harmonic adaptation to the orchestral
recordings in the training dataset. Similarly, we observe a general improvement by each stage for the
models except for UMX.

Interestingly, UMX model’s performance improves with a large margin, when using 20-second chunks
instead of 6-second chunks. For example, after the R stage, the SDR value of UMX20 is 8.45 compared to
7.74 for UMX06. Whereas the SDR values of UMX06 are steadily lower than the SPLmodel, employing longer
chunks results in significantly higher values, causing the UMX20 to outperform the other spectrogram-based
model SPL in our experiments. Furthermore, neither the performance of UMX06 nor of the UMX20 model
improves with the data augmentation procedures. We hypothesize that the fewer parameters hinder the
UMX model from learning more complex tasks (see also Table 6.1).

While SDR is commonly used as a quantitative evaluation metric for MSS, it is widely accepted that
SDR is not suitable for determining the perceptual sound quality of separated musical sources [23]. In
particular, the analysis conducted by Torcoli et al. [195] for the source separation task reveals that the
2f-score metric demonstrates the strongest correlation with ground-truth data based on subjective ratings
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Model Piano Orchestra

R R_H R_H_HU R_H_HU_HUS R R_H R_H_HU R_H_HU_HUS

UMX06 7.74 ± 4.05 7.72 ± 4.13 7.69 ± 3.97 7.72 ± 4.02 3.00 ± 2.22 2.96 ± 2.25 2.94 ± 2.32 2.96 ± 2.30
UMX20 8.45 ± 4.34 8.46 ± 4.33 8.39 ± 4.22 8.38 ± 4.24 3.65 ± 2.14 3.66 ± 2.17 3.61 ± 2.21 3.61 ± 2.19
SPL 7.93 ± 3.99 8.04 ± 3.96 8.15 ± 3.98 8.16 ± 3.99 3.32 ± 2.17 3.45 ± 2.21 3.46 ± 2.26 3.46 ± 2.25
DMC 7.47 ± 4.40 7.58 ± 4.40 7.58 ± 4.37 7.59 ± 4.38 2.68 ± 2.15 2.78 ± 2.16 2.82 ± 2.13 2.82 ± 2.13
HDMC 8.67 ± 4.24 9.30 ± 4.00 9.41 ± 4.18 9.61 ± 4.42 3.86 ± 2.34 4.53 ± 2.46 4.61 ± 2.39 4.75 ± 2.31

Table 6.2: Mean SDR values and variances of different models trained with various data augmentation methods. The mean
values and variances are computed over all test items.

Model Piano Orchestra

R R_H R_H_HU R_H_HU_HUS R R_H R_H_HU R_H_HU_HUS

UMX06 32.77 ± 7.54 32.89 ± 8.42 32.65 ± 7.68 32.77 ± 7.90 28.00 ± 7.61 28.27 ± 7.51 28.76 ± 7.51 28.86 ± 7.47
UMX20 34.75 ± 7.94 34.15 ± 8.10 34.01 ± 7.57 33.72 ± 7.24 29.50 ± 7.40 30.14 ± 7.42 30.13 ± 7.54 29.99 ± 7.61
SPL 33.77 ± 9.48 34.50 ± 9.31 34.77 ± 8.95 34.75 ± 8.70 28.58 ± 5.94 28.56 ± 5.94 28.79 ± 5.94 29.01 ± 5.95
DMC 30.45 ± 11.10 30.66 ± 11.18 30.76 ± 11.14 30.80 ± 11.15 25.74 ± 7.74 26.86 ± 7.63 26.86 ± 7.65 26.87 ± 7.66
HDMC 37.66 ± 11.28 39.81 ± 11.22 40.59 ± 11.00 40.47 ± 10.89 33.42 ± 6.44 34.76 ± 7.02 35.40 ± 6.65 35.01 ± 6.62

Table 6.3: Mean 2f-score values and variances of different models trained with various data augmentation methods. The mean
values and variances are computed over all test items.

from MUSHRA listening tests. For a more detailed account on the 2f-score, we refer to [92]. Note that the
2f-score values lie in a range from 0 to 100 following the MUSHRA framework (also see Section 6.5.3).
Table 6.3 presents a comparison of the various models trained with different strategies, based on the
2f-score results. In general, one can observe a similar trend as for the SDR. For both, the piano and
orchestra, HDMC yields the highest average 2f-score values after each training stage, followed by UMX20,
SPL, UMX06, and DMC. Furthermore, we observe a general trend of performance improvement within the
first three training stages for SPL, DMC, and HDMC. Interestingly, the 2f-score suggests that the best results
are achieved with the HDMC model after the third training stage R_H_HU, which introduces the unison
mixing as a data augmentation strategy (see Section 6.4.3). Applying silence masking slightly worsens the
resulting 2f-scores for HDMC.

6.5.3 Subjective Evaluation

In this section, we describe the experimental setup for our subjective listening tests to evaluate the perceived
quality of separation. For our experiments, we used the MUSHRA framework following the ITU-R
BS.1534-3 recommendation [87]. The MUSHRA methodology employs a double-blind multi-stimulus
test approach, including a hidden reference and a lower anchor signal. Participants rate the stimuli on a
scale of 0 to 100, involving five categories: Bad (0-20), Poor (20-40), Fair (40-60), Good (60-80), and
Excellent (80-100).

A total of 26 participants were involved in our listening tests (23 experienced listeners and 3 inexperienced
listeners). To ensure the reliability of the results, the MUSHRAmethodology recommends a post-screening
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(a) 

(b) 

Figure 6.4: Results of our listening tests based on the MUSHRA framework for the (a) piano and (b) orchestral tracks. The
listening test employs models that all incorporate the complete data augmentation approach (R_H_HU_HUS). The colored markers
indicate the average rating scores enclosed by 95% confidence intervals (shown as the vertical lines).

of the participants stating that participants should be excluded from the listening test if they assign the
hidden reference to a score lower than 90 for more than 15% of the test items. Following these criteria,
none of the participants was excluded after post-screening.

To assess the subjective quality of separated source signals, we conducted two listening tests. In our first
listening test, we asked the participants to rate the overall audio quality of waveforms of separated piano
source obtained by the four MSS models (UMX20, SPL, DMC, HDMC). The participants gave their ratings
with respect to a reference signal, which is a clean piano-only excerpt. Similarly, our second listening
test evaluated the overall quality of the separated orchestral tracks following the same procedure as in
the first listening test. Each of the two listening tests contains 12 test items selected from PCD. With
these test items, we cover excerpts of piano concertos composed by 10 composers, spanning from the
Baroque to the Post-Romantic era, played by different performers in different acoustic environments.
This selection introduces a multitude of challenges for the MSS algorithms, due to the variations in
orchestration, compositional style, performance technique, and acoustical characteristics of the recording
environments.

For the subjective evaluation of each test item, we generated six signals (also called conditions). The first
signal is the hidden reference, i.e., a replication of the ground-truth source signal. The second condition is
a lower anchor. As in [52], we created this lower anchor by low-pass filtering the test mixtures with a
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Model Piano Orchestra

R H R_H R H R_H

UMX06 7.74 ± 4.05 7.89 ± 4.16 7.72 ± 4.13 3.00 ± 2.22 3.12 ± 2.15 2.96 ± 2.25
UMX20 8.45 ± 4.34 8.71 ± 4.21 8.46 ± 4.33 3.65 ± 2.14 3.89 ± 2.25 3.66 ± 2.17
SPL 7.93 ± 3.99 7.70 ± 3.74 8.04 ± 3.96 3.32 ± 2.17 3.23 ± 2.31 3.45 ± 2.21
DMC 7.47 ± 4.40 6.19 ± 4.68 7.58 ± 4.40 2.68 ± 2.15 1.42 ± 2.12 2.78 ± 2.16
HDMC 8.67 ± 4.24 9.00 ± 4.47 9.30 ± 4.00 3.86 ± 2.34 4.17 ± 2.13 4.53 ± 2.46

Table 6.4: Mean SDR values and variances of different models trained with various data augmentation methods. The mean
values and variances are computed over all test items.

3.5kHz cut-off frequency and by adding musical noise. The other four signals involve estimated piano or
orchestral sources separated by UMX20, SPL, DMC, and HDMC. For our listening tests, we used the models
trained with the learning strategy R_H_HU_HUS, which involves all the data augmentation approaches
described in Section 6.4. For an overview of the test items used for the listening test, please refer to our
demo webpage13.

Figure 6.4 provides an overview of the results from our listening tests. First, one can observe that the
participants rated the reference signal with an average MUSHRA rating score of 100, the lower anchor was
rated significantly below the other conditions. The general trend of the performances by UMX20, SPL, DMC,
and HDMC support our quantitative analysis results, inferring that the hybrid model HDMC outperforms other
models by a large margin. Spectrogram-based models UMX20 and SPL yield similar scores, whereas the
waveform-based DMC has the lowest ratings among the four MSS models. In general, the piano separation
is rated better than the orchestral part, which is consistent with the quantitative results based on SDR and
2f-score.

Upon observing the rating scores of the piano concertos individually, it is noticeable that there are
substantial differences in the ratings across the various test items (most of the participants also noted the
variation in perceived separation quality between different works). This trend in separation performance
remains consistent across different test items, with the hybrid model HDMC consistently achieving the
highest scores. It is important to remark that the test items are diverse regarding several aspects. For
example, Bach and Schum involve unison passages, yielding a high overlap both in time and frequency
domains. In particular, unison passages constitute a big challenge for the spectrogram-domain approaches
(see Bach). Furthermore, the excerpts Rach and Tchai involve loud piano passages and a complex
orchestration consisting of a diverse and high number of instruments (see the orchestrations in PCD).

6.5.4 Further Experiments

In this section, we investigate the effect of transfer learning and unison mixing in more detail to gain
a deeper understanding how different training methodologies influence the MSS models’ performance.

13 https://www.audiolabs-erlangen.de/resources/MIR/2023-PianoConcertoSeparation/
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Model Piano Orchestra

RR★ HU R_H_HU RR★ HU R_H_HU

UMX06 8.70 ± 3.97 7.96 ± 3.68 7.69 ± 3.97 3.93 ± 2.42 3.23 ± 2.50 2.94 ± 2.32
UMX20 8.81 ± 4.25 8.50 ± 3.86 8.39 ± 4.22 4.02 ± 2.25 3.74 ± 2.40 3.61 ± 2.21
SPL 8.31 ± 4.19 8.11 ± 3.60 8.15 ± 3.98 3.83 ± 2.22 3.30 ± 2.03 3.46 ± 2.26
DMC 6.15 ± 4.09 6.79 ± 4.25 7.58 ± 4.37 1.44 ± 2.32 2.05 ± 1.96 2.82 ± 2.13
HDMC 8.99 ± 4.32 9.14 ± 4.38 9.41 ± 4.18 4.16 ± 2.46 4.33 ± 2.22 4.61 ± 2.39

Table 6.5: Mean SDR values and variances of different models trained with various data augmentation methods. The mean
values and variances are computed over all test items.

Instead of training with random mixes (R) and then continuing with harmonic adaptation (R_H), we now
train all models from scratch using only the harmonically adapted training dataset, a process referred to as
H in the following.
Table 6.4 presents the mean SDR values with corresponding variances of the different models for the three
training strategies, R, H, and R_H. The results indicate that for the simpler models, UMX06 and UMX20,
using H directly yields a minor improvement compared to R. For SPL, using H even slightly worsens
the separation performance, and, for DMC, it surprisingly results in a decay of SDR scores of more than
1 dB for both piano and orchestra. Furthermore, in case of R_H, we observe a positive impact of the
transfer-learning-based strategy for SPL, DMC, and HDMC, compared to training with harmonically adapted
dataset from scratch (H).

Next, we explore the effect of unison mixing as a data augmentation strategy. In particular, we investigate
whether the improvements through unison mixing reported in Section 6.5.2 can be attributed to the mixing
process itself or the inclusion of additional training material involving Beethoven symphony recordings
and their piano transcriptions underlying the mixing process. To this end, we generate a new dataset,
called R★, by randomly mixing excerpts from the original orchestral versions with completely unrelated
(in particular unaligned) excerpts from piano transcriptions. We combine R★ with the random mixes from
R, yielding the dataset RR★, which is then employed to train different models from scratch. Additionally,
we also train different models using the training material created with unison mixing (i.e., synchronized
Beethoven symphony recordings and their solo piano transcriptions), merged with the mixes from H –
harmonically-adapted randommixes from R – from scratch. We refer to this training procedure as HU. Note
that this training dataset is identical to the one used in the last training stage of R_H_HU, which employs
transfer learning by initializing the model weights from its prior stage R_H, as described in Section 6.5.1.

Mean SDR scores and their variances for the various models, evaluated across the three training strategies
RR★, HU, and R_H_HU, are presented in Table 6.5. For piano separation, HU results in lower SDR scores
for the spectrogram-based models UMX06, UMX20 and SPL compared to RR★. This observation can be
attributed to the difficulty in distinguishing unison sound sources when using only magnitude spectrograms
for the separation task. In contrast, waveform-based DMC and HDMC, which also considers audio waveforms
as input, benefit from unison mixing. For orchestra, when comparing RR★ and HU, similar observations
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can also be made. Confirming the results in Table 6.2, the training procedure based on transfer learning,
R_H_HU yields a better separation performance for DMC, and HDMC, compared to HU. Notably, for HDMC, HU
results in a mean SDR score of 9.14 and with R_H_HU, it improves to 9.41 for piano separation. Similarly,
for separating orchestra, it improves from 4.33 to 4.61 with transfer learning.

In summary, these final experiments show that our data augmentations including unison mixing in
combination with transfer learning are beneficial for our best-performing model HDMC. However, this
approach does not appear to yield similar improvements for smaller models, e. g., UMX06 and UMX20.

6.6 Conclusion

In this chapter, we addressed the rarely-considered task of decomposing piano concerto recordings into
separate piano and orchestral tracks. We identified the challenges associated with this task, including
the intricate interplay and high spectro–temporal correlations between the constituent instruments, as
well as the lack of multitrack training data for piano concertos. To address the challenge, we adapted
four DL-based methods of different characteristics and conducted systematic experiments to explore
spectrogram-, waveform-based as well as hybrid source separation models. We introduced a musically
motivated data augmentation approach, inspired by the harmonic, rhythmic, and structural elements found
in piano concertos. The key finding is that the best source separation performance was accomplished by
the hybrid model trained with a full suite of augmentation techniques. In future work, we would like to
investigate and improve the interpretability of the hybrid models by analyzing the outputs of the individual
time and spectral branches. Furthermore, we aim at incorporating score information to further enhance
the separation performance.
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7 Notewise Evaluation of Source Separation

This chapter is based on a publication in progress. The first author Yigitcan

Özer will be the main contributor to this article. In collaboration with Hans-Ulrich

Berendes, Vlora Arifi-Müller, Fabian-Robert Stöter, and his supervisor Meinard

Müller, he devised the ideas, developed the formalization, and wrote the paper.

Furthermore, Yigitcan Özer implemented all approaches and conducted the

experiments.

Deep learning has significantly advanced MSS, aiming to decompose music recordings into individual
tracks corresponding to singing or specific instruments. Typically, results are evaluated using quantitative
measures like SDR computed for entire excerpts or songs. As the main contribution of this chapter, we
introduce a novel evaluation approach that decomposes an audio track into musically meaningful sound
events and applies the evaluation metric based on these units. In a case study, we apply this strategy
to the challenging task of separating piano concerto recordings into piano and orchestra tracks. To
assess piano separation quality, we use a score-informed NMF approach to decompose the reference and
separated piano tracks into notewise sound events. In our experiments assessing various MSS systems, we
demonstrate that our notewise evaluation, which takes into account factors such as pitch range and musical
complexity, enhances the comprehension of both the results of source separation and the intricacies within
the underlying music.

The remainder of the chapter is organized as follows. Following the introduction in Section 7.1,
in Section 7.2, we review relevant literature on source separation and introduce the MSS models used for
separating piano concertos. Subsequently, in Section 7.3, we elaborate on the score-based extension of
PCD (see Chapter 5) and outline our evaluation approach, covering NMF-based audio decomposition and
notewise SDR-based metrics. In Section 7.4, we provide details on the experimental settings and report
our empirical findings. Finally, in Section 7.5, we conclude and discuss potential directions for future
work.
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Figure 7.1: Illustration of the proposed evaluation
method for MSS, considering SDR values based on
notewise sound events rather than entire recordings.
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7.1 Background

MSS is a key task in MIR, involving the separation of a musical mixture into individual components
like vocals, instruments, and other sound elements [24]. Deep learning techniques have significantly
advanced MSS, especially in scenarios with sufficient training data. In particular, this progress is evident in
popular music separation, making use of the existence of multitrack recordings inherent in the production
process [42, 83, 114, 185]. In scenarios with limited training data, MSS systems are often trained using
artificially generated mixes through synthesis techniques [163] or data augmentation approaches [93]. An
example of such a scenario, also addressed in this chapter, is presented in Chapter 4, where the goal is to
separate piano concertos into piano and orchestra tracks.

Extensive efforts have been devoted to evaluating and understanding existing MSS systems. Specifically,
in the realm of popular music, evaluation campaigns like the Signal Separation Evaluation Campaign
(SiSEC) [184] and the Music Demixing Challenge [122] have significantly contributed to the comparison
of current systems. In these campaigns, along with evaluations in most approaches described in the
literature, one typically relies on quantitative evaluation measures such as the SDR [205]. These measures
are computed and aggregated over audio excerpts or even entire recordings, offering ease of computation
and convenience for comparison. However, it is well recognized that such measures provide limited
insights into the effectiveness of source separation methods [23, 195]. On the other hand, designing
perceptually or musically more relevant measures is challenging, and performing listening tests is often
cumbersome and infeasible.

In this chapter, we introduce a novel evaluation methodology aimed at attaining a more nuanced
understanding of separation quality. This involves comparing a reference signal with a separated signal,
utilizing an evaluation metric based on musically meaningful sound units instead of the entire excerpt.
To achieve this, we employ score-informed NMF [54] to decompose signals into notewise sound events.
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Table 7.1: MSSmodels considered in our experiments.
TS denotes the size (in hours) of the training set used.

Model ID Domain Size (MB) TS (Hours)

UMX Spectrogram 34 52
SPL Spectrogram 75 52
DMC Waveform 510 52
HDMC Hybrid 319 52
AudioShake Hybrid N/A 500+

Then, we calculate SDR values for individual units before aggregating this information in various ways
(see Figure 7.1).

In a case study, we apply this methodology to the intricate task of separating piano concerto recordings
into piano and orchestra tracks. Besides utilizing the PCD, which comprises piano concerto excerpts
performed by five pianists in four distinct acoustic settings, we generated piano scores for all the excerpts.
We then employed music synchronization techniques [57, 126] to align these scores with all recorded
excerpts. As an additional contribution of this chapter, we release these annotations, thereby adding a
score-based layer to the PCD collection.

In systematic experiments, we apply our evaluation methodology to effectively compare several academic
and commercial source separation systems. Our approach uncovers general trends and yields insights
into how separation quality is affected by factors like pitch range and musical complexity. In particular, it
allows users to explore evaluations in-depth by pinpointing complex passages and challenging sound units
where source separation systems tend to fail. Along these lines, we provide qualitative discussions that
deepen insights into the behavior of source separation systems and the complexity of the underlying music.

7.2 Music Source Separation (MSS)

In this chapter, we again consider the challenging source separation scenario of decomposing piano
concerto recordings into distinct piano and orchestral tracks. Piano concertos involve an intricate interplay
between the piano and the entire orchestra, resulting in high spectro–temporal correlations among the
constituent instruments. Additionally, the absence of multitrack data for training poses an extra challenge
for data-driven source separation approaches. To overcome the lack of training data, the approaches
in Chapters 4 and 6 propose generating artificial training data by superimposing randomly chosen audio
patches from the solo piano repertoire (e. g., piano sonatas and etudes) and orchestral pieces without piano
(e. g., symphonies). The training procedure and comparison of four different models mentioned above are
described in Chapter 6, including the use of further data augmentation techniques. In our experiments,
we employ four pre-trained models introduced in the Chapter 6, shown in Table 7.1. Note that we only
use the UMX model, trained with 20-second chunks in this chapter (UMX20). Additionally, we utilize the
commercial system AudioShake, trained with over 500 hours of multitrack music recordings spanning
various genres, with a focus on popular music. It is important to note that the AudioShake system has not
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Table 7.2: Overview of the PCD test set, in-
dicating the four rooms and the piano models
employed, and including the duration (in sec-
onds) and the number of notes (piano only).

Room ID Room Description Piano Dur #Notes

R1 Lecture hall Yamaha C3 180 1780
R2 Private studio Yamaha C3X 180 2216
R3 Small concert hall Seiler 252 2305
R4 Big concert hall Steinway D 360 3741

Σ 972 10042

been specifically adapted to the piano concerto scenario but is trained on mixtures where the vocal stem is
usually dominant.

Finally, we want to emphasize that the implementation details and the reproducibility of the various MSS
systems are not the main focus of this chapter. Instead, these MSS systems and the piano concerto scenario
serve as a framework for illustrating our evaluation methodology, as we will further discuss in Section 7.4.

7.3 Evaluation Approach

We now introduce our novel evaluation approach, which we will apply to compare reference piano
recordings and separated piano tracks. In Section 7.3.1, we briefly revisit the PCD collection, which
will serve as test dataset, and present our score-based extensions. Then, in Section 7.3.2, we revisit
the score-informed NMF approach for audio decomposition. Finally, in Section 7.3.3, we define the
SDR-based evaluation metrics, which we use to gain a deeper understanding of the source separation
results.

7.3.1 Piano Concerto Dataset and its Extension

The PCD collection, introduced in Chapter 5, is based on piano concerto recordings featuring five different
amateur and professional pianists playing along with orchestral recordings provided by the publisherMusic
Minus One14. Multitrack recordings with clean piano and orchestra reference tracks were produced from
these sessions. The PCD consists of 81 multitrack excerpts, each lasting 12 seconds, selected from 15
piano concertos spanning the Baroque to Post-Romantic period. As summarized in Table 7.2, the PCD
comprises excerpts recorded in four distinct acoustic settings with different grand piano models. The total
duration of excerpts amounts to 972 seconds, with the shortest total duration of excerpts recorded in any
single room being at least three minutes.

Our novel evaluation approach relies on synchronized score information used for notewise audio
decomposition. To this end, we manually generated symbolically encoded sheet music representations
using the Sibelius software15 for the piano tracks (and piano-reduced versions of the orchestra tracks,

14 https://www.halleonard.com/series/MMONE
15 http://www.sibelius.com/
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7.3. Evaluation Approach

Figure 7.2: Illustration of the decomposition of
the piano track into left-hand (LH), right-hand
(RH), and individual note events as indicated
by the rectangular windows.
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which are not utilized in this chapter). We employed the Sync Toolbox [126]16 to automatically align
the score information with the PCD audio excerpts. To ensure high synchronization accuracy, we
computed these alignments in two independent ways: once based on the piano-only tracks and another
time based on the piano–orchestra mixes. We then applied fusion techniques to establish the final score
annotations. Additionally, expert listeners verified the final results using visual cues provided by the Sonic
Visualizer [21] and acoustic cues using sonified score annotations overlaid with the audio excerpts. With
regard to note onsets, the accuracy of the score annotations for the piano tracks can be expected to lie
in the range of 20–40 ms. Additionally, we manually annotated the left-hand (LH) and right-hand (RH)
notes, resulting in further musically meaningful note groupings beyond the notewise sound events. We
release the symbolically encoded sheet music along with the score-based annotations of the audio excerpts,
thereby adding an additional score-based layer to the PCD collection as part of the contributions of this
chapter.

7.3.2 NMF-Based Audio Decomposition

NMF is an algorithm for approximating a nonnegative matrix as the product of two low-ranked nonnegative
matrices [101]. In the context of music processing, NMF has been widely applied to decompose a
magnitude spectrogram into the product of two nonnegative matrices [175], where the columns of the first
matrix encode spectral prototype patterns (called templates), and the rows of the second matrix encode
their occurrences in time (called activations). Thanks to nonnegativity and multiplicative update rules,
NMF facilitates the straightforward integration of prior musical knowledge, such as information from an
acoustic model or a musical score. For instance, one may constrain the spectral template matrix to enforce
a harmonic structure [149] or use aligned score information to constrain the activation matrix [54]. In
addition to stabilizing the convergence of the NMF algorithm, such constraints also guide the factorization
process to yield decompositions of musical relevance [58]. For a more detailed account of score-informed
NMF with multiplicative update rules, see Section 8.2.

16 https://github.com/meinardmueller/synctoolbox
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Following the approach in [48], we adopt a score-informed NMF approach to decompose a given audio
signal G into its constituent notewise audio events G< for < ∈ [1:"] and a residual signal A such that

G =

"∑
<=1

G< + A. (7.1)

Here, we assume that we have a score representation with " denoting the number of note events, which
are aligned to the audio signal. Note that this alignment does not need to be completely accurate, as it only
serves to constrain the NMF algorithm, which can then improve the accuracy in the iteratively learned
decomposition process. Besides applying this procedure to obtain a notewise decomposition of the audio
signal, one can use the same approach to obtain a decomposition corresponding to note groups, resulting,
for example, in the decomposition of the LH and RH notes, as illustrated in Figure 7.2.

We conclude our description of the NMF-based decomposition approach with some final remarks regarding
implementation issues encountered in our experiments based on the PCD test set. Note that, in general,
NMF training based on iterative update rules yields more reliable decomposition results when applied
to longer input spectrograms exhibiting a coherent template structure. Therefore, rather than applying
the NMF-based decomposition to individual 12-second excerpts, we concatenated all 12-second excerpts
recorded in the same room (see Table 7.2). This strategy is grounded on the assumption that the learned
spectral templates, encoding characteristics of the piano and room acoustics, exhibit coherence within each
room. Subsequently, we executed the NMF algorithm for 100 iterations on the concatenated data for four
subsets with distinct room acoustics. This procedure was applied to both the reference piano recordings
and the separated piano tracks generated by each MSS model. The resulting notewise decomposition
results serve as the basis for our experiments, as reported in Section 7.4.

7.3.3 SDR-Based Metrics

The SDR is a widely used metric in the evaluation of source separation performance, measuring the
quality of a separated source by comparing it to the reference source in terms of signal distortion [205].
In our evaluation, when given a reference signal G and a separated signal Ĝ, we use instead the more
computationally efficient SDR metric proposed at the recent Sound Demixing (SDX) Challenge [60], also
denoted as SDR:

SDR(G, Ĝ) := 10 log10
||G ||2
||Ĝ − G ||2

. (7.2)

Rather than comparing entire excerpts, we use a localized variant referred to as SDRlocal that better
accounts for significant level differences within the signal. To this end, we split the reference and separated
signals into 1-second segments G: and Ĝ: , respectively, defining:

SDRlocal :=
1
 

 ∑
:=1

SDR(G: , Ĝ:) (7.3)
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Table 7.3: SDRlocal values (mean and standard devia-
tion) averaged over all PCD excerpts for different MSS
systems (see Table 7.1).

Model Piano Orchestra

UMX20 8.38 ± 4.24 3.61 ± 2.19
SPL 8.16 ± 3.99 3.46 ± 2.25
DMC 7.59 ± 4.38 2.82 ± 2.13
HDMC 9.61 ± 4.42 4.75 ± 2.31

AudioShake 12.82 ± 4.24 8.01 ± 2.97

In our evaluation, we have  = 12, as each excerpt in the PCD test set has a duration of 12 seconds.

To obtain a musically more informed evaluation metric, we exploit the decomposition as defined in
Equation (7.1) and consider notewise SDR values:

SDRnote := SDR(G<, Ĝ<), (7.4)

where G< and Ĝ< denote the notewise sound events of the reference signal and the separated signal,
respectively. Note that, using the same score-based activation constraints in the NMF decomposition for G
and Ĝ, respectively, the lengths of G< and Ĝ< are identical for a given < ∈ [1:"].

7.4 Experiments

In this section, we report on our systematically conducted experiments to highlight the potential of our
notewise evaluation methodology. In this context, the piano concerto separation task, along with the five
MSS systems described in Section 7.2, should be considered an illustrative case study of practical relevance.
When describing the various experiments, we progress from a coarse to a fine perspective. We start with a
more global view on the source separation quality of the MSS systems (Section 7.4.1). Subsequently, we
adopt a more fine-grained perspective, delving into the separation quality depending on the musical pitch
(Section 7.4.2). Finally, we assume an excerptwise view and discuss specific examples to illustrate how
separation errors may occur in musically complex situations (Section 7.4.3). This hierarchical discussion
underscores how the notewise evaluation methodology serves as a tool, enabling users to delve into and
comprehend not only the separation results but also the intricacies within the underlying music.

7.4.1 Global Perspective

To gain an initial understanding of the overall performance of the five MSS systems, Table 7.3 presents the
SDRlocal values averaged across the 81 PCD excerpts for both separated piano tracks and orchestra tracks.
For instance, in the piano case, DMC achieves the lowest SDRlocal value at 7.59, while HDMC shows a higher
value of 9.61, and AudioShake outperforms all other models with a value of 12.82. Similar trends are
evident in the separated orchestra case, although all values are notably lower compared to the piano case.
Similar tendencies have been reported in Chapter 6.
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Figure 7.3: Comparison of different evaluation
methodologies for the piano case using boxplots. The
three outliers for AudioShake, indicated by the black
oval, are shown in Figure 7.8.

AudioShakeUMX SPL DMC HDMC

In the subsequent finer-grained evaluation, we employ notewise evaluation metrics. Since we have the
required symbolic score information for the score-based NMF decomposition exclusively for the piano
tracks, we confine our analysis to the piano case. For the orchestra, we generated only piano-reduced
scores due to the considerable effort required for full scores. Additionally, automated synchronization and
decomposition approaches present greater challenges for orchestral music compared to piano, extending
beyond the scope of the case study presented in this chapter. Extending the evaluation methodology for
the five MSS systems, Figure 7.3 shows boxplots that indicate the median, first quartile, third quartile,
and outliers of differently computed SDR values. The first group of boxplots (Excerpt) provides the
SDRlocal values computed as in Table 7.3. The second (LH) and third (RH) groups show the SDRnote

values for the left-hand and right-hand notes, respectively, and the last group (All Notes) shows the SDRnote

values for all individual notes.

While the general trends for the five MSS systems are similar to those shown in Table 7.3, the different
evaluation methodologies provide additional information. Firstly, being based on notewise aggregation,
outliers in the SDRnote-based boxplots offer explicit cues worth further investigation. For instance, outliers
such as the three indicated by the black oval in Figure 7.3 yield interesting examples for musically complex
passages as further explored in Section 7.4.3. The boxplots in Figure 7.3 also facilitate a comparison
of SDRnote values between the LH and RH notes. Notably, for all MSS systems, a better separation
quality can be observed for the right hand compared to the left hand, with a difference of approximately
5 dB. Drawing from these observations, one can formulate various hypotheses regarding the relationship
between source separation quality and pitch or musical complexity, as we detail in the subsequent sections.
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Figure 7.4: SDRnote values aggregated by pitch (specified by MIDI note number) shown for five MSS systems.
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Figure 7.5: SDRnote values aggregated by excerpt (specified by PCD ID) shown for the two best-performing MSS systems, HDMC
and AudioShake. The mean (solid line) and standard deviations (filled regions) are indicated. The excerpts are sorted based on
decreasing mean values with regard to AudioShake.

7.4.2 Pitchwise Evaluation

Considering that RH typically contains higher notes than LH, one may conjecture that source separation
quality depends on the pitch of the notes. To test this hypothesis, Figure 7.4 provides an overview of the
SDRnote values aggregated by pitch (specified by MIDI note number). While the overall trend regarding
the MSS systems’ performances remains the same (AudioShake performing best, DMC worst, and HDMC
being in between), the pitch-dependent SDRnote values indicate that, overall, source separation quality
tends to increase for higher pitch numbers, with the highest values in the pitch range 74–80.

However, such trends, and drawing conclusions from them, need to be taken with care. For example, the
curves in Figure 7.4 may indicate that source separation becomes more difficult for very high pitches in
the range 96–104. However, these numbers lack statistical significance due to the limited occurrence
(indicated by the dotted line). Also, one may assume that such pitches may rarely occur in the training
material used for training the MSS systems, thus leading to poor generalizations on the test set.
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Figure 7.6: Excerpt with PCD ID 079: Tchaikovsky’s Piano Concerto Op. 23, measures 18–24 of the first movement.

7.4.3 Excerptwise Evaluation

Rather than source separation quality solely being a matter of pitch height, there may be other confounding
factors underlying the trend. An alternative hypothesis could be that the LH (or lower-pitched) piano
notes are more interwoven with the orchestral track, while the RH (or higher-pitched) piano notes stand
out and can be better isolated by MSS systems. To explore aspects of musical complexity, we present in
Figure 7.5 SDRnote values aggregated by excerpt (specified by PCD ID), this time focusing on the results
for the two best-performing MSS systems, HDMC and AudioShake. Sorting the excerpts, e. g., based on
decreasing mean values concerning AudioShake, facilitates the identification of challenging excerpts,
which are depicted toward the right side of the plot. For a more detailed account of the excerptwise results,
see also Table A.1.

Guided by the plot in Figure 7.5, let us consider some concrete examples. Examining the top three
excerpts (PCD IDs 045, 042, and 024), a manual inspection reveals that these excerpts share a common
characteristic of relatively low musical complexity, consisting of slower passages drawn from the second
movements of piano concertos by Beethoven and Mozart. For such passages, both MSS systems achieve a
good separation quality.

Next, we examine the excerpt with the lowest SDRnote value. This excerpt has PCD ID 076 and corresponds
to measures 18–24 of the first movement of Tchaikovsky’s Piano Concerto Op. 23, as shown in Figure 7.6.
Evidently, this passage exhibits a high musical complexity, with both piano and orchestra playing numerous
notes within a wide pitch range. Particularly notable are the fortissimo and broken chords in the piano
part, which strongly interfere with the full orchestral sound, not to mention the effects resulting from the
application of the sustain pedal. As a second concrete example, let us have a closer look at the excerpt
with PCD ID 000, also yielding a low SDRnote value. This excerpt corresponds to the first measures of
Bach’s Piano Concerto BWV1056 (see Figure 7.7), where the piano and orchestra play many notes in
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Figure 7.7: Excerpt with PCD ID 000: Bach’s Piano Concerto BWV1056, measures 1–8 of the first movement.

373 168 35

(a) (b) (c)

Figure 7.8: Musical context within the piano scores for the three notewise outliers marked in Figure 7.3 (here indicated by the
red circles). (a) PCD ID: 052. (b) PCD ID: 061. (c) PCD ID: 077.

unison. This scenario represents one of the most challenging situations for source separation models to
deal with [20].

Finally, we revisit the boxplots shown in Figure 7.3, where we marked three outliers indicating problematic
notewise sound events with low SDR values, poorly separated by AudioShake. Figure 7.8 provides the
musical context within the piano scores where these notes occur. A common feature in these examples,
which is also typical in piano music in general, is the simultaneous playing of two notes that belong to the
same pitch class, contributing to a rich and complex sound texture. Obviously, such instances are difficult
for any MSS system to handle.

Overall, these examples show that while MSS systems like AudioShake and HDMC are capable for
achieving impressive separation quality, their efficacy is highly influenced by the intrinsic characteristics
of the musical pieces.

7.5 Conclusion

In this chapter, we have considered a novel evaluation methodology that compares separated sounds with
reference sounds on a notewise basis rather than at the excerpt level. For the challenging piano concerto
scenario and employing five MSS systems, we applied this methodology in a case study focusing on the
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separated piano tracks. This allowed us to gain insights into the separation quality and the complexity of
the underlying music. While our focus has been on the piano case, future work may involve evaluating
other orchestral instruments. This could pose additional challenges not only for source separation itself
but also for automated synchronization and decomposition approaches. On a meta-level, we hope that
our hierarchical discussion, assuming different perspectives, also showcased the potential of musically
informed evaluation methodologies, providing a basis for an interdisciplinary dialogue between engineering
and music experts.
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8 Nonnegative Autoencoders for Efficient Audio
Decomposition

This chapter is based on [134]. The first author Yigitcan Özer is the main

contributor to this article. In collaboration with Jonathan Hansen, Tim Zunner,

and his supervisor Meinard Müller, he devised the ideas, developed the

formalization, and wrote the paper. Furthermore, Yigitcan Özer implemented

all approaches and conducted the experiments.

NMF is a powerful technique for decomposing a music recording’s magnitude spectrogram into musically
meaningful spectral and activation patterns. In recent years, musically informed NMF-based audio
decomposition has been simulated using neural networks, which opens up new paths of exploiting
recent deep learning frameworks, including libraries for efficient gradient computations. In this chapter,
we continue this strand of research by considering NAEs in combination with gradient projection and
structured dropout techniques. Conducting experiments based on piano recordings, we compare the
decomposition results of NAE-based approaches with those obtained from a score-informed NMF variant.
In this context, we examine various gradient descent methods using fixed and adaptive learning rates for
deriving the NAE encoder and decoder parameters. Among others, we show how the famous multiplicative
update rules for NMF can be transferred to the case of NAEs. The overall goal of our contribution is
to illustrate the benefits and limitations of the various techniques concerning implementation issues,
convergence speed, and overall runtime.

The remainder of the chapter is organized as follows. Following the introduction in Section 8.1, we
provide an overview of the score-informed NMF approach that serves as our reference in Section 8.2.
In Section 8.3, we investigate the simulation of NMF through NAE and introduce the multiplicative update
rules for NAE. In Section 8.4, we report on our systematic experiments and conclude in Section 8.5 with
prospects on future work.

83



Chapter 8. Nonnegative Autoencoders for Efficient Audio Decomposition

Figure 8.1: (a) NMF used for decomposing a nonnegative
matrix+ into the product of a nonnegative template matrix
, and nonnegative activation matrix �. (b) Simulation
of the decomposition using NAE (see the text for details).
The learned components are shown in red.
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8.1 Background

NMF is a prominent low-rank factorization method that imposes nonnegativity constraints in all matrices
involved. Notably, its effectiveness and ability to yield interpretable results have attracted great attention
in various research fields [68, 101]. In the context of music processing, NMF has been widely applied for
the decomposition of complex sound mixtures, using the magnitude spectrogram of music signals as input
representation [9, 44, 58, 63, 82, 102, 175, 177]. As a result of the decomposition, NMF approximates
the magnitude spectrogram by the product of two nonnegative matrices, where the columns of the first
matrix encode spectral prototype patterns (called templates) and the rows of the second matrix encode
their occurrences in time (called activations).

Motivated by recent advances in designing and training neural networks, Smaragdis and Venkatara-
mani [176] introduced a NAE architecture as a neural network alternative for NMF-based audio decompo-
sition. Figure 8.1 gives an overview of the simulation of NMF through a shallow NAE architecture, which
comprises a single-layer encoder and a single-layer decoder. The NAE decoder directly corresponds to the
NAE template matrix. However, rather than learning an activation matrix as in NMF, the NAE learns
an encoder which yields an activation matrix as output (also called code). To ensure the nonnegativity
constraints of templates and activations, one can combine NAEs with gradient projection and structured
dropout techniques [56]. The simulation of NMF through NAE makes it possible to exploit recent deep
learning frameworks including libraries for automatic and GPU-accelerated gradient computations. This
may also open up new paths for tackling the audio decomposition problem with deeper and more complex
models.

As starting point of this chapter, we consider the work by Ewert and Müller [54], which uses a score-
informed NMF variant for decomposing the magnitude spectrograms of piano recordings. As the main
contribution of this chapter, we simulate this original approach by considering different NAE variants
(inspired by [56, 176]) and conduct systematic experiments to compare the resulting decompositions with
the NMF-based approach used as a reference. In particular, we show how one can adapt the famous
multiplicative update rules of NMF [101] to the case of NAEs. Furthermore, we investigate projected
versions of additive gradient descent methods such as stochastic gradient descent (SGD), root mean square
propagation (RMSprop) [193], and ADAM [96]. Our systematic experiments highlight the benefits and
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Figure 8.2: Decomposing the magnitude spec-
trogram of an audio excerpt of Chopin’s Pre-
lude Op .28 No. 4 into template and activation
matrices. The information related to the note
number ? = 71 (B4) is indicated by the red
rectangular frames.
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limitations of different techniques in terms of implementation issues, convergence speed, and overall
runtime.

8.2 Score-Informed NMF for Audio Decomposition

NMF is a nonnegative factorization algorithm that accounts for an additive, part-based representation
of a nonnegative input matrix. Nonnegative matrix entries prevent undesired effects such as destructive
inferences, where a positive component might be canceled out by adding a kind of inverse (negative)
component.

Given the magnitude spectrogram of a music recording + ∈ R ×#≥0 and a target rank ' ∈ N that is much
smaller than both  ∈ N and # ∈ N, NMF seeks an optimal approximation + ≈ ,� enforcing both
learned matrices , ∈ R ×' and � ∈ R'×# to be nonnegative. As shown in Figure 8.2, , indicates
the template matrix and � the activation matrix, where  and # , respectively, denote the number of
frequency bins and time frames in the input spectrogram. In this example, the target rank ' corresponds
to the number of distinct pitches played in the input music recording. The loss function of the least-square
optimization problem (with additional nonnegativity constraints for, and �) can be written as

i(,, �) = ||+ −,� ||2� , (8.1)

where ||·||� is the Frobenius norm.

A common method when using the NMF algorithm is the alternating least squares (ALS), an optimization
technique, where the first matrix , is updated with fixed �, and then � is updated with fixed , , in
iterative cycles until a stopping criteria is fulfilled. In particular, ALS is enhanced by the multiplicative
update rules [101], which offers a straightforward and efficient implementation. The crucial idea is to
use an adaptive learning rate, which transforms the additive update rules of the usual gradient descent to
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Chapter 8. Nonnegative Autoencoders for Efficient Audio Decomposition

multiplicative ones, resulting in

� ← � � (,>+) � (,>,� + Y),

, ← , � (+�>) � (,��> + Y),
(8.2)

for the case of the Euclidean loss. Here, � and � denote pointwise multiplication and division, respectively.
The parameter Y denotes the machine epsilon, which is used to avoid division by 0.

Besides nonnegativity constraints, prior musical knowledge, e. g., coming from a musical score, can also
be easily integrated into the learning process of NMF to guide the decomposition [58, 63, 91, 149, 156].
Multiplicative update rules in Equation (8.2) ensure that the zero-valued matrix entries in the template and
activation matrices remain zero during the entire learning process. Therefore, one can avoid undesired
template and activation values by initiating the corresponding positions in the matrices with zero. In [54],
the templates are initialized using a sparse, binary matrix,C ∈ {0, 1} ×' to constrain frequencies and
enforce an overtone model. Similarly, using the score information, the activation matrix can be constrained
through a sparse, binary matrix �C ∈ {0, 1}'×# . As an example, the red boxes in Figure 8.2 indicate
spectral and activation constraints (initialized with one-values inside and with zero-values outside the red
boxes) corresponding to the note number ? = 71 (B4).

This chapter uses the multiplicative NMF with Euclidean loss as the reference model. We apply the same
score-informed initialization procedure as described in [54].

8.3 Simulation via Constrained NAEs

Following [56, 176], we now show how one can simulate constrained NMF via an NAE model in
combination with projected gradient descent methods and rectifier activation functions.

The NMF model can be reformulated through a simple linear autoencoder [84, 176] as

� = ,E+,

+̂ = ,D�.
(8.3)

The matrix,E ∈ R'× denotes the encoder, which yields the activation matrix � as output. The decoder
,D ∈ R ×' can be thought of as the equivalent to the template matrix, in the NMF decomposition. To
ensure the nonnegativity of the activation output matrix � and the template weight matrix,D in NAE,
one has to introduce further constraints.

Our proposed NAE model applies a ReLU after the encoder layer as in [176] to ensure the nonnegativity
of the activation matrix �. For the nonnegativity of the decoder matrix,D , we use a projected gradient
descent method as in [108], setting the negative values in,D to zero during training. Chorowski and
Zurada [33] state that constraining the weight matrices to be nonnegative improves the interpretability of an
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autoencoder’s operation, whereas it does not lower the network’s capability. In contrast, our experiments
showed that applying a simple ReLU after the encoder layer resulted in a better convergence, rather than
using projected gradients for the encoder layer as well.

As in the NMF case, prior music knowledge can also be integrated into the NAE model to guide the
learning process. Ewert and Sandler introduced the structured dropout for activation constraints in [56].
Dropout layers typically regularize networks to avoid overfitting by randomly setting neurons to zero
during the training process [179]. In contrast, structured dropout imposes prior musical knowledge and
selectively removes undesired activations by setting

� ′ = �C � �. (8.4)

To enforce structured dropout, one can adapt the loss function in Equation (8.1) to the constrained NAE
case as follows:

i(,E ,,D) = ||+ −,D� ′ ||2�
= ||+ −,D (f(,E+) � �C) ||2� ,

(8.5)

where f denotes the ReLU activation function. Computing the gradients with respect to the encoder and
decoder matrices, one can derive multiplicative update rules for this NAE model similar to the NMF case:

,E ← ,E �
(( (
(,>D+) � �

C)
+>

)
�( (

(,>D,D�
′) � �C)

+> + Y
))
,

,D ← ,D �
(
(+� ′>) � (,D� ′� ′> + Y)

)
.

(8.6)

For a derivation of the multiplicative update rules for NAE, we refer to [215]. We call this model as
multiplicative NAE.

To train an NAE, additive methods like SGD, in which the learning rate remains constant during training,
can also be used. Another alternative is the integration of other adaptive strategies for optimizers such as
RMSprop [193] and ADAM [96], which adjust the learning rate during training.

As for multiplicative NMF, the multiplicative NAE has the property that zero-valued entries remain zero.
To enforce this property for template weights,D also in the case of using additive update rules, we add
further projection by applying binary masking on,D using the constraint matrix,C:

,D ← ,D �,C. (8.7)
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Figure 8.3: Continuation of our Chopin example from
Figure 8.2. (a) Template matrix, (left) and activation
matrix � (right) learned by the score-informed NMF
model. (b)-(e) Difference between template (left) and
activation (right) matrices obtained from NMF (used as
reference) and NAE-based approaches. The columns of
, and ,D are ℓ1-normalized. (b) NAE trained with
multiplicative update rules. (c) NAE trained with SGD
with a fixed learning rate W = 0.1. (d) NAE trained with
ADAM. (e) NAE trained with RMSprop.
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8.4 Experiments

This section reports on our experiments comparing various NAE-based approaches with the score-informed
NMFmodel used as reference. To this end, we decompose the magnitude spectrograms of piano recordings
into musically meaningful spectral vectors and their activations. In our experiments, we use eight
publicly-available, nonsynthetic piano recordings using the same experimental setting as in [54]17. These
pieces are listed in Table 8.1. The music recordings are in mono format, sampled at 22.05 kHz, with
durations ranging from approximately 100 seconds to 9 minutes.

During the preprocessing phase, we compute the magnitude spectrograms of each recording, using a
Hann window of size 2048 and a hop size of 1024. For the reference NMF model, we employ the same
initialization procedure as described in [54]. Similarly, we initialize the decoder matrix ,D of NAEs
using the binary constrained matrix ,C, while we initialize and the encoder matrix ,E randomly. At
the end of the training of each model, we ℓ1-normalize the columns of the learned matrices, and,D ,

17 http://resources.mpi-inf.mpg.de/MIR/ICASSP2012-ScoreInformedNMF/
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8.4. Experiments

Model
File ID NMF NMFMult. NMFSGD NMFADAM NMFRMSprop.

Chopin_Op028-04_SMD 46.4 49.0 62.4 57.6 48.1
Chopin_Op028-15_SMD 48.5 53.2 67.3 66.2 50.9
Chopin_Op066_SMD 79.5 87.2 139.0 101.1 85.7
Beethoven_Op031No2-01_SMD 90.7 99.2 105.1 104.4 94.9
Chopin_Op028-01_SMD 94.8 103.6 299.9 122.8 97.4
Bach_BWV875-01_SMD 97.5 107.3 219.9 129.2 104.3
Beethoven_Op111-01_EA 103.7 129.4 328.5 148.4 113.0
Chopin_Op064No1_EA 131.9 145.9 383.6 161.6 137.2

Table 8.1: Approximation error between + and +̂ (columnwise average) of NMF and NAE-Based Approaches

and accordingly scale the columns of the activation matrix �. This normalization and rescaling accounts
for the scale ambiguity inherent in NMF decomposition and makes the decomposition results better
comparable.

In the following, we regard an iteration to be the update of both the matrices, and � in the NMF case,
and similarly,E and,D in the NAE case. In our experiments, we performed 10, 000 iterations in the
training phase. During training, we used a learning rate of W = 0.1 for the SGD, and the recommended
default values for the RMSprop [193] and ADAM [96] optimizers.

Implementing the multiplicative NMF and NAE is straightforward, following the derived update rules
in Equation (8.2) and Equation (8.6), respectively. We implemented the multiplicative models with NumPy
using matrix operations. Furthermore, we used the Tensorflow library to exploit the automatic gradient
computation and GPU acceleration to train the NAE models that use additive gradient descent techniques.
For the GPU-based computations we used a single NVIDIA GTX 1080 Ti GPU.

To get a first impression of the approximation behavior of the various decomposition approaches, Figure 8.3
shows a comparison of learned template and activation matrices learned by the reference NMF model and
ones learned by the various NAE-based approaches. First, note that Multiplicative NMF and NAE yield
similar template and activation matrices. Furthermore, among the additive NAE-based approaches, the
NAE variant trained with SGD leads to the worst results compared to the NMF reference. Our comparison
also indicates that NAEs trained with adaptive gradient descent methods lead to template and activation
matrices close to the NMF case when using a huge number of iterations (up to 10, 000 in our experiments).

Next, we compare the approximation quality of the various decompositions in a quantitative fashion.
Table 8.1 shows a comparison of approximation errors between + and +̂ yielded by the NMF reference and
NAE-based approaches based on the entire dataset. Here, each entry indicates the average columnwise
ℓ1-error between the approximation matrix +̂ and the input spectrogram + . For example, the first row
shows the results obtained from the spectrogram decomposition of the entire recording of Chopin’s
Prelude Op.28 No.4. The multiplicative NMF results in the approximation error of 46.4, and the
multiplicative NAE in a similar value of 49.0. Among the NAE variants trained with additive gradient
descent techniques, RMSprop reaches the smallest approximation error of 48.1, whereas SGD results in
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Chapter 8. Nonnegative Autoencoders for Efficient Audio Decomposition

Figure 8.4: Average column-wise
absolute approximation loss between
+̂ and + per iteration, evaluated on
the entire dataset. All the NAE vari-
ants use the same weight initializa-
tion procedure.
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the highest approximation error of 62.4. Moreover, we can infer that the reference NMF model and NAE
variants perform similarly over the entire dataset: the multiplicative NMF leads to the best approximation,
while NAE with RMSprop results in the smallest approximation error among the NAE variants.

In our next experiment, we analyze the convergence behavior of all approaches over the number of iterations.
Figure 8.4 illustrates the mean and standard deviations per iteration over the columnwise Euclidean error,
evaluated using all eight recordings in the dataset. The rapid decay in error after the first iteration of
the multiplicative models is remarkable, whereas additive NAE variants need more iterations until they
reach a steeper decline in the error. NAE with SGD shows a slow and unstable convergence behavior,
resulting in a poor approximation even after 10, 000 iterations. We also have tried using other learning
rates for the SGD case; however, it is unclear how to choose an optimal learning rate that guarantees
convergence. W = 0.1 has shown the best performance among various learning rates. In contrast, NAE
with ADAM converges after 10, 000 iterations to a similar decomposition as NMF. Similarly, NAE with
RMSprop converges to this result after only 1, 000 iterations. It is also worthwhile to note that the both
adaptive NAE variants reach a decomposition result as NMF, although NAEs learn fewer parameters than
the NMF reference. (The encoder ,E ∈ R'× has usually much fewer parameters than the activation
matrix � ∈ R'×# .)

Finally, we compare in Figure 8.5 the training runtime of the multiplicative NAE and NAE with RMSprop.
Although the multiplicative NAE shows a very steep decay within the first second, NAE with RMSprop
trained on CPU and GPU both outperform the multiplicative model after around 100 seconds. Additionally,
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8.5. Conclusion

Figure 8.5: Runtime comparison of
the multiplicative NAE and NAE
variants trained with RMSprop. The
NAE variant trained on GPU with
RMSprop is shown with dashed
lines.
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the gradient computation of the multiplicative update rules for NAEs becomes challenging for deeper
networks. The implementation of NAE with RMSprop, on the other hand, exploit the automatic gradient
computation. We also see that the GPU-accelerated model converges twice as fast as the NAE with
RMSprop trained on central processing unit (CPU). The hardware acceleration becomes more evident in
the case of deeper and more complex networks, which involve more matrix multiplications.

8.5 Conclusion

In this chapter, we investigated different NAE-based approaches for decomposing piano recordings
into musically meaningful spectral vectors. We simulated the reference score-informed NMF model
with various NAE-based methods. We showed that NAEs acquire higher efficiency through hardware-
accelerated frameworks while yielding similar results as the reference NMF model. We also explored
different adaptive gradient technique methods, including multiplicative rules for NAEs. We showed
that the GPU-accelerated, adaptive RMSprop method outperformed other NAE variants in terms of the
approximation quality and efficiency, while the learned templates and activations remain similar to those
of the NMF reference. In the future, we aim to develop deeper and more complex models, which result in
faster and better convergence and preserve interpretability. This will enable the design of explainable deep
learning models, as our constrained NAE, while improving the performance of the network.
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9 Summary and Future Work

This thesis investigated computational techniques and application scenarios for source separation in music,
with a particular focus on separating piano concerto recordings into piano and orchestral tracks. To tackle
this task, we adapted and evaluated a multitude of DL-based models, which were originally designed
for separating speech signals and popular music recordings. A key challenge we encountered has been
the need for a large training dataset, which, in the case of MSS, involves multitrack recordings with
(isolated) individual sources or stems. Since most of the open-source datasets containing isolated stems are
limited to popular music, we generated artificial training examples through random mixing and introduced
musically motivated data augmentation approaches to enhance the separation performance. Our findings
indicate that the hybrid model, trained with a full suite of augmentation techniques, yields the best source
separation performance. To further enable the quantitative and qualitative evaluation of piano concerto
separation, we created the multitrack dataset PCD, incorporating music synchronization and beat tracking.
Additionally, we introduced a novel quantitative evaluation approach for MSS systems, which uses SDR
results based on the decomposed note events to gain a deeper understanding of source separation artifacts.
This approach provided better insights into both the common failure modes of the source separation and
the musical complexities inherent in the excerpts.

Our quantitative and subjective evaluation results suggest that there is still room for improvement, which
could be achieved through more complex model architectures and a larger training dataset comprising
multitrack recordings. While random mixing can be a part of a feasible training strategy, it introduces
additional challenges to MSS models, especially in terms of room acoustics in different recordings. This
approach tends to misattribute background noise and reverberation to the timbre of musical sources. In
order to overcome this issue, accurate estimation of acoustic parameters is crucial, as it can provide
insightful information about the acoustic environment and the sound quality within recording settings [79].
Such information can guide the MSS models and pave the way for developing a more coherent and effective
training dataset [111].

Many source separation approaches are based on the assumption of a linear mixture model (see Section 6.3),
which defines the input signal to an MSS model as the superposition of separated musical sources. This
may not necessarily be desired from an application perspective, since, for example recording artifacts in
the input mixture should ideally be discarded. Generative approaches, on the other hand, offer greater
freedom and creativity, moving beyond the limitations imposed by the acoustic properties of an input
mixture. For example, rather than relying on Wiener Filtering for estimated magnitude spectrograms, or
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directly applying the iSTFT to complex spectrograms of separated sources, generative enhancements can
be applied in a post-processing step, e. g., via denoising autoencoders [120], flow-based models [187],
generative adversarial networks (GANs) [139], or diffusion-based strategies [104]. Alternatively, one
may draw inspiration from an analysis-by-synthesis approach to resynthesize the constituent sources
in a music recording [173]. In particular, techniques like pitch estimation [94, 211] or automatic
transcription [80, 115, 212] can be utilized to resynthesize the sources with a differentiable parametric
source model, e. g., with Differential Digital Signal Processing (DDSP) [53, 155, 171]. Furthermore,
given the synchronized MIDI of an input mixture, one can employ diffusion-based approaches for
multi-instrument synthesis, incorporating performance conditioning. This involves synthesizing music
with the style and timbre of specific instruments derived from other performances [116].

Our vision for this work was that, through source separation, pianists would have the ability to choose a
piano concerto recording and extract the orchestra track to play along with. However, for a truly engaging
user experience, this alone may not suffice due to the varied tempo and dynamics inherent in classical
music performances. The tempo decisions made by performers at both a global and local level make their
interpretations unique and enrich the way they perform. In a real-life recording process, the auditory
and visual interaction between the pianist and other musicians plays a crucial role in achieving optimal
synchronization and cohesion between the piano and orchestra [40, 70]. To create their own mix in an
offline fashion, the pianists can first freely perform and record their part of the chosen piano concerto.
This recorded piano track can then be synchronized with a separated or reconstructed orchestral track
using music synchronization techniques and TSM [49, 200].

The final step towards our envisioned scenario is the development of an interactive, real-time accompaniment
system, which could be utilized not only for artistic performances but also for practice sessions. While we
focused on adapting the orchestral track to the piano performer similar to [154], there has been a growing
interest in real-time accompaniment systems that adapt to the soloist, for example, based on the rendition
of a score with a Disklavier in an expressive manner [28]. Performing with an interactive accompaniment
system not only enhances the way pianists can interact with classical music performances, but also
combines a variety of challenges in MIR, such as real-time score following [1, 153], beat tracking [41],
music synchronization [46], and expressive music performance [27] among others.
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Appendix

A Excerptwise Evaluation of Source Separation

Table A.1 presents a comprehensive overview of the PCD, including the PCD IDs and names of excerpts
following the naming conventions outlined in Section 5.4.2. Additionally, the table details the excerptwise
SDR results for the two best-performing models HDMC and AudioShake (see also Section 7.4.3).
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PCD ID Excerpt Name
HDMC AudioShake

Piano Orchestra Piano Orchestra
SDRnote SDRlocal SDRlocal SDRnote SDRlocal SDRlocal

000 Bach_BWV1056-01-mm001-008_YO-V1 2.57 ± 3.66 2.44 5.66 5.07 ± 4.82 4.38 7.60
001 Bach_BWV1056-01-mm021-028_YO-V1 12.14 ± 7.87 8.81 7.50 14.51 ± 7.82 10.49 9.18
002 Bach_BWV1056-01-mm047-054_YO-V1 6.62 ± 5.82 5.20 2.69 9.84 ± 6.02 7.87 5.36
003 Bach_BWV1056-01-mm079-086_YO-V1 5.70 ± 5.57 4.59 5.37 8.69 ± 6.63 7.15 7.93
004 Bach_BWV1056-01-mm111-116_YO-V1 5.17 ± 5.51 2.92 6.16 7.68 ± 6.10 4.11 7.34
005 Bach_BWV1056-01-mm001-008_YO-V2 5.81 ± 3.90 6.16 5.06 7.55 ± 4.32 7.25 6.15
006 Bach_BWV1056-01-mm021-028_YO-V2 14.78 ± 6.89 11.26 5.57 17.04 ± 7.43 12.93 7.24
007 Bach_BWV1056-01-mm047-054_YO-V2 10.58 ± 7.23 9.36 0.85 12.84 ± 6.69 11.97 3.46
008 Bach_BWV1056-01-mm079-086_YO-V2 9.40 ± 6.10 7.62 4.27 11.54 ± 6.34 9.79 6.44
009 Bach_BWV1056-01-mm111-116_YO-V2 7.48 ± 5.48 5.22 4.76 9.69 ± 5.59 7.11 6.65

010 Beethoven_Op015-01-mm118-125_MM 8.99 ± 7.19 6.89 6.41 12.74 ± 7.19 9.92 9.44
011 Beethoven_Op015-01-mm167-174_MM 12.12 ± 7.95 10.56 6.12 15.26 ± 7.94 13.06 8.63
012 Beethoven_Op015-01-mm295-302_MM 3.95 ± 4.37 5.21 8.55 8.92 ± 4.66 9.20 12.54
013 Beethoven_Op015-01-mm306-313_MM 7.36 ± 6.56 7.66 7.32 11.67 ± 6.33 11.35 11.03
014 Beethoven_Op015-01-mm363-370_MM 11.11 ± 7.93 5.24 7.16 14.89 ± 6.80 13.39 14.10
015 Beethoven_Op015-01-mm382-389_MM 12.20 ± 8.17 11.10 5.31 15.32 ± 7.61 14.12 8.33
016 Beethoven_Op019-01-mm095-102_ES-V1 11.26 ± 7.75 11.99 1.64 15.11 ± 7.99 17.37 7.02
017 Beethoven_Op019-01-mm117-124_ES-V1 9.69 ± 6.78 9.29 6.98 13.03 ± 6.66 12.45 10.14
018 Beethoven_Op019-01-mm095-102_ES-V2 14.93 ± 7.02 14.57 2.60 17.85 ± 7.28 18.45 6.46
019 Beethoven_Op019-01-mm117-124_ES-V2 10.97 ± 6.95 9.33 7.33 14.27 ± 6.44 11.86 9.86

020 Beethoven_Op037-01-mm124-130_ES-V1 7.20 ± 6.13 5.73 5.51 10.59 ± 6.06 9.80 9.58
021 Beethoven_Op037-01-mm148-154_ES-V1 12.22 ± 8.55 11.41 3.49 13.96 ± 8.23 13.10 5.17
022 Beethoven_Op037-01-mm124-130_ES-V2 9.69 ± 8.49 9.00 4.50 13.15 ± 7.99 12.79 8.30
023 Beethoven_Op037-01-mm148-154_ES-V2 14.14 ± 9.59 13.35 2.88 16.36 ± 8.40 16.09 5.60
024 Beethoven_Op037-02-mm030-032_LR 18.58 ± 7.60 17.32 4.73 22.99 ± 7.29 21.91 9.25
025 Beethoven_Op058-02-mm031-035_ES-V1 14.41 ± 9.01 17.14 4.29 19.02 ± 7.68 20.55 7.32
026 Beethoven_Op058-02-mm031-035_ES-V2 16.90 ± 11.67 18.88 4.92 20.76 ±10.40 21.68 7.29
027 Chopin_Op021-03-mm003-016_ES 14.15 ± 8.19 13.61 3.15 16.21 ± 8.15 15.78 5.30
028 Chopin_Op021-03-mm145-157_ES 12.53 ± 5.84 14.50 3.44 14.66 ± 5.55 16.45 5.39
029 Chopin_Op021-03-mm215-229_ES 8.41 ± 6.26 8.48 4.49 10.57 ± 5.93 10.58 6.59

030 Chopin_Op021-03-mm249-260_ES 12.98 ± 7.13 9.51 2.34 11.49 ± 6.31 12.60 5.42
031 Chopin_Op021-03-mm411-424_ES 14.37 ± 7.54 15.10 2.92 16.48 ± 7.37 17.08 4.90
032 Grieg_Op016-01-mm027-030_ES 8.38 ± 6.96 11.07 6.51 11.73 ± 7.15 13.30 8.65
033 Mendelssohn_MWVO007-01-mm023-029_ES-V1 12.83 ± 8.99 15.59 2.17 16.58 ± 8.87 19.24 6.10
034 Mendelssohn_MWVO007-01-mm023-029_ES-V2 14.85 ± 9.55 18.30 3.57 17.31 ± 9.75 19.30 4.84
035 Mozart_KV414-01-mm180-186_YO 9.34 ± 5.45 8.41 5.02 12.25 ± 5.09 11.16 7.77
036 Mozart_KV414-01-mm192-196_YO 10.18 ± 6.39 11.67 4.92 13.71 ± 6.64 14.47 7.57
037 Mozart_KV467-01-mm145-151_YO 10.68 ± 7.75 9.96 9.30 15.76 ± 7.20 15.61 14.95
038 Mozart_KV467-01-mm186-192_YO 7.24 ± 7.81 7.88 6.06 11.34 ± 7.08 11.72 9.89
039 Mozart_KV467-01-mm231-237_YO 6.84 ± 6.36 5.34 5.39 11.82 ± 6.19 10.52 10.58

040 Mozart_KV467-01-mm253-259_YO 8.61 ± 6.82 7.47 6.42 13.10 ± 6.50 12.94 11.89
041 Mozart_KV467-01-mm369-375_YO 8.05 ± 6.79 8.61 5.85 11.44 ± 7.25 11.27 8.51
042 Mozart_KV467-02-mm024-026_YO-V1 19.99 ± 6.16 19.16 3.66 23.02 ± 6.00 21.92 6.40
043 Mozart_KV467-02-mm030-032_YO-V1 9.06 ± 5.09 8.29 4.20 13.64 ± 5.11 12.90 8.81
044 Mozart_KV467-02-mm037-039_YO-V1 15.04 ± 8.06 13.46 6.59 17.63 ± 9.25 17.01 10.13
045 Mozart_KV467-02-mm024-026_YO-V2 22.07 ± 6.48 20.35 3.01 23.55 ± 6.57 22.77 5.41
046 Mozart_KV467-02-mm030-032_YO-V2 10.38 ± 5.33 9.26 5.34 14.36 ± 5.18 13.54 9.62
047 Mozart_KV467-02-mm037-039_YO-V2 15.97 ± 6.95 13.13 5.58 18.44 ± 7.35 16.75 9.20
048 Rachmaninoff_Op018-01-mm012-018_JL 5.22 ± 4.56 6.40 1.77 8.19 ± 4.76 9.12 4.50
049 Rachmaninoff_Op018-01-mm114-120_JL 13.37 ± 6.18 14.27 -0.15 16.79 ± 6.05 16.70 2.29
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A. Excerptwise Evaluation of Source Separation

PCD ID Excerpt Name
HDMC AudioShake

Piano Orchestra Piano Orchestra
SDRnote SDRlocal SDRlocal SDRnote SDRlocal SDRlocal

050 Rachmaninoff_Op018-01-mm182-190_JL 13.13 ± 6.74 13.01 0.65 18.07 ± 6.23 16.65 4.29
051 Rachmaninoff_Op018-01-mm245-252_JL 9.17 ± 6.35 9.44 2.76 11.75 ± 6.13 12.00 5.32
052 Rachmaninoff_Op018-01-mm366-374_JL 8.48 ± 5.55 10.76 2.20 11.04 ± 5.39 12.68 4.13
053 Rachmaninoff_Op018-02-mm013-015_JL 6.84 ± 6.71 5.77 4.46 13.63 ± 5.08 13.50 12.19
054 Rachmaninoff_Op018-02-mm034-036_JL 8.28 ± 4.94 4.37 6.66 13.00 ± 5.66 10.41 12.69
055 Rachmaninoff_Op018-02-mm055-059_JL 11.21 ± 6.34 9.29 3.00 14.63 ± 5.85 13.40 7.11
056 Rachmaninoff_Op018-02-mm089-093_JL 6.13 ± 5.92 4.37 4.57 8.85 ± 6.27 7.08 7.29
057 Rachmaninoff_Op018-02-mm116-121_JL 6.56 ± 5.93 7.60 3.72 9.50 ± 6.00 9.98 6.09
058 Rachmaninoff_Op018-03-mm063-073_JL 13.31 ± 7.89 11.11 2.11 16.74 ± 7.39 14.01 5.01
059 Rachmaninoff_Op018-03-mm122-128_JL 15.67 ± 7.72 24.93 0.19 19.45 ± 8.17 22.74 1.27

060 Rachmaninoff_Op018-03-mm150-154_JL 12.56 ± 5.67 9.88 4.19 18.22 ± 6.27 17.05 11.34
061 Rachmaninoff_Op018-03-mm167-177_JL 6.73 ± 7.53 5.06 7.78 9.87 ± 7.86 10.95 12.73
062 Rachmaninoff_Op018-03-mm431-436_JL 6.00 ± 5.40 6.36 3.26 8.45 ± 5.41 8.58 5.47
063 Rachmaninoff_Op030-01-mm003-008_ES-V1 11.09 ± 8.06 9.93 8.92 14.71 ± 7.45 14.85 13.84
064 Rachmaninoff_Op030-01-mm021-027_ES-V1 4.25 ± 6.13 3.93 8.55 8.54 ± 5.90 9.94 14.55
065 Rachmaninoff_Op030-01-mm033-038_ES-V1 3.73 ± 4.49 4.26 5.69 7.13 ± 4.77 7.58 9.00
066 Rachmaninoff_Op030-01-mm003-008_ES-V2 16.10 ± 7.73 11.76 7.88 18.54 ± 6.69 15.55 11.67
067 Rachmaninoff_Op030-01-mm021-027_ES-V2 7.29 ± 6.29 6.36 7.13 11.43 ± 5.21 11.83 12.59
068 Rachmaninoff_Op030-01-mm033-038_ES-V2 5.88 ± 4.35 5.73 3.50 8.29 ± 4.57 8.42 6.18
069 Saint_Op022-01-mm053-055_ES 9.58 ± 7.06 10.61 2.18 12.57 ± 7.79 15.11 6.69

070 Saint_Op022-01-mm061-062_ES 4.97 ± 6.63 6.32 5.08 7.87 ± 6.56 9.45 8.20
071 Schumann_Op054-01-mm019-024_ES-V1 8.86 ± 4.80 10.48 -0.20 13.44 ± 5.35 14.38 3.69
072 Schumann_Op054-01-mm034-040_ES-V1 8.65 ± 6.10 12.14 2.68 11.97 ± 6.40 14.75 6.43
073 Schumann_Op054-01-mm019-024_ES-V2 9.51 ± 5.00 10.52 0.89 14.02 ± 6.00 13.67 4.04
074 Schumann_Op054-01-mm034-040_ES-V2 10.68 ± 7.52 13.13 4.09 12.63 ± 7.62 13.31 5.74
075 Tschaikovsky_Op023-01-mm007-013_ES-V1 4.49 ± 4.24 6.10 5.12 7.60 ± 4.03 8.34 7.37
076 Tschaikovsky_Op023-01-mm018-024_ES-V1 2.02 ± 3.95 2.82 10.89 5.59 ± 4.50 6.02 14.10
077 Tschaikovsky_Op023-01-mm030-036_ES-V1 6.30 ± 5.80 6.41 7.94 9.91 ± 6.00 9.95 11.47
078 Tschaikovsky_Op023-01-mm007-013_ES-V2 6.10 ± 4.76 7.49 4.95 7.66 ± 4.22 8.88 6.34
079 Tschaikovsky_Op023-01-mm018-024_ES-V2 2.72 ± 3.37 2.92 8.94 4.38 ± 3.97 4.35 10.37
080 Tschaikovsky_Op023-01-mm030-036_ES-V2 8.51 ± 6.68 7.52 6.10 11.15 ± 6.12 10.41 8.99

Table A.1: An excerptwise overview of the source separation results, including SDRlocal and SDRnote
scores by the best-performing models HDMC and AudioShake.

97

Rachmaninoff_Op018-01-mm182-190_JL
Rachmaninoff_Op018-01-mm245-252_JL
Rachmaninoff_Op018-01-mm366-374_JL
Rachmaninoff_Op018-02-mm013-015_JL
Rachmaninoff_Op018-02-mm034-036_JL
Rachmaninoff_Op018-02-mm055-059_JL
Rachmaninoff_Op018-02-mm089-093_JL
Rachmaninoff_Op018-02-mm116-121_JL
Rachmaninoff_Op018-03-mm063-073_JL
Rachmaninoff_Op018-03-mm122-128_JL
Rachmaninoff_Op018-03-mm150-154_JL
Rachmaninoff_Op018-03-mm167-177_JL
Rachmaninoff_Op018-03-mm431-436_JL
Rachmaninoff_Op030-01-mm003-008_ES-V1
Rachmaninoff_Op030-01-mm021-027_ES-V1
Rachmaninoff_Op030-01-mm033-038_ES-V1
Rachmaninoff_Op030-01-mm003-008_ES-V2
Rachmaninoff_Op030-01-mm021-027_ES-V2
Rachmaninoff_Op030-01-mm033-038_ES-V2
Saint_Op022-01-mm053-055_ES
Saint_Op022-01-mm061-062_ES
Schumann_Op054-01-mm019-024_ES-V1
Schumann_Op054-01-mm034-040_ES-V1
Schumann_Op054-01-mm019-024_ES-V2
Schumann_Op054-01-mm034-040_ES-V2
Tschaikovsky_Op023-01-mm007-013_ES-V1
Tschaikovsky_Op023-01-mm018-024_ES-V1
Tschaikovsky_Op023-01-mm030-036_ES-V1
Tschaikovsky_Op023-01-mm007-013_ES-V2
Tschaikovsky_Op023-01-mm018-024_ES-V2
Tschaikovsky_Op023-01-mm030-036_ES-V2


98



Abbreviations

ADAM adaptive moment optimization
ALS alternating least squares
BLSTM bidirectional long short-term

memory
CaC Complex-as-Channel
CPU central processing unit
CNN convolutional neural network
DBN dynamic Bayesian network
DL deep learning
DNN deep neural network
DFT discrete Fourier transform
DLNCO decaying locally adaptive

chroma onset
DTW dynamic time warping
GAN generative adversarial network
GPU graphics processing unit
HPSS harmonic–percussive source

separation
MSE mean squared error
MIR Music Information Retrieval

MIDI musical instrument digital
interface

MMO Music Minus One
MSS music source separation
MUSHRA multiple stimulus with hidden

reference and anchors
NMF nonnegative matrix factorization
NAE nonnegative autoencoder
PCD Piano Concerto Dataset
RMSprop root mean square propagation
ReLU rectified linear unit
RNN recurrent neural network
SDR signal-to-distortion ratio
SF spectral flux
SGD stochastic gradient descent
STFT short-time Fourier transform
TSM time-scale modification
TTA test-time adaptation
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