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1. Abstract
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Audio synchronization aims at aligning multiple recordings of the same piece of

music. Traditional synchronization approaches are often based on dynamic

time warping using chroma features as an input representation. Previous work

has shown how one can integrate onset cues into this pipeline for improving

the alignment's temporal accuracy. Furthermore, recent work based on deep

neural networks has led to significant improvements for learning onset, beat,

and downbeat activation functions. However, for music with soft onsets and

abrupt tempo changes, these functions may be unreliable, leading to unstable

results. As the main contribution of this work, we introduce a combined

approach that integrates activation functions into the synchronization pipeline.

We show that this approach improves the temporal accuracy thanks to the

activation cues while inheriting the robustness of the traditional synchronization

approach. Conducting experiments based on string quartet recordings, we

evaluate our combined approach where we transfer measure annotations from

a reference recording to a target recording.
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▪ Task: Audio-to-audio synchronization for measure transfer

▪ DTW with traditional chroma features for robustness

▪ Integration of activation functions for a better temporal accuracy

Abstract Introduction

▪ Activation functions yield the likelihood of a musical event.

▪ In the ideal case, the value of the activation function is one when an 

event occurs and zero otherwise.

▪ DLNCO [1], Spectral Flux (SF) [2], and Superflux (SF*) [3] are conventional

methods.

▪ CNN Onset Detector: DL-O [4]

▪ RNN Beat Detector: DL-B [5]

▪ RNN Downbeat Detector: DL-D [6]
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▪ Introduce three cost matrices:

▪ based on normalized chroma features,

▪ based on activation functions,

▪ The sum , which accounts for

▪ Harmonic and melodic information,

▪ Additional activation cues.

Combined Synchronization Approach

Dataset and Experiments

Time 

(seconds)

▪ String Quartet No.12 in F major, Op.96 by Antonín Dvořák

▪ 4 movements, 3 different versions

▪ Comparison of eight different synchronization approaches

▪ The avg. accuracy denotes the proportion of correctly transferred

measure positions.

▪ The integration of DL-OBD, which combines DL-O, DL-B, and DL-D, 

reveals the best accuracy.

Conventional and DNN-Based Activation Functions
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